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Membranes and 
evolution

Sven B. Gould

Biological membranes are thin 
amphiphilic sheaths, only a few 
nanometres thick, that defi ne both the 
boundaries of all cells as well as the 
diversity of the internal compartments 
in eukaryotes. The plasma membrane 
of a typical prokaryote houses about 
20–30% of the cell’s expressed 
proteins, and its lipids account for 
approximately 10% of the cell’s dry 
mass. The numbers for eukaryotic 
cells are comparable — the difference 
in surface area to volume ratio is 
overall compensated by the eukaryotic 
endomembrane system. Roughly a 
fourth of the protein encoded by the 
human genome carries at least one 
stretch of sequence predicted to 
serve as a transmembrane domain. 
Membranes host substrate exchange, 
sensing and communication, and 
life-giving energy conservation via 
chemiosmotic ATP synthesis.

Membranes are highly dynamic, 
yet are simultaneously required to 
maintain cell and compartment identity 
and integrity. A damaged and leaky 
plasma membrane results in cell death , 
and  thus eukaryotes have evolved 
sophisticated repair mechanisms. 
Eukaryotes actively transport lipids 
and cargo from one compartment to 
another. This occurs via the constant, 
intracellular traffi cking of membrane 
vesicles, with each vesicle having 
a specifi c source and destination. 
Membrane and vesicle identity (and 
targeting) is achieved through the 
inherent self-organizing nature of 
lipids in aqueous solutions, as well 
as by their resident proteins, which 
can additionally be glycosylated or 
otherwise modifi ed to provide specifi c 
address labels for transport within cells.

Membranes are vital to all forms of 
life and harbour important information 
about past processes in cell history. 
They provide information about the 
origin of life, eukaryotes and their 
bioenergetic organelles (mitochondria 
and plastids) and endomembrane 
system, and can help explain why 

by an ester bond, whereas archaeal 
lipids consist of isoprenes that are 
ether linked to glycerol (Figure 2). 
One consequence is that archaeal 
lipid membranes are usually less 
permeable, but not necessarily more 
durable, because no environment 
is known in which only archaea but 
no bacteria thrive. Membranes are 
usually depicted as a lipid bilayer, 
but archaeal membranes can also 
consist of a monolayer of tetraether 
lipids, in which a single continuous 
fatty acid chain connects the two 
hydrophilic head groups (Figure 2). 
When bacteria need especially tight 
membranes, for example to contain 
hydrazine, they use ladderanes 
(Figure 2). Another dissimilarity is that 
bacteria and archaea use different 
enzymes to synthesize their lipids. The 
glycerol-1- and glycerol-3-phosphate 
dehydrogenases (G1PDH and G3PDH), 
used by archaea and bacteria, 
respectively, share no common 
ancestry, as refl ected in their distinct 
sequences, active sites and catalytic 
reactions.

The split dividing prokaryotic 
membranes places lipids center stage 
at life’s origin. The rotor stator ATP 
synthase is as conserved among 
bacteria and archaea as the ribosome 
and requires a membrane to work, 
yet the bacterial and archaeal lipids 
that comprise those membranes are 
not. This points to a role for prebiotic 
chemistry in the origin of the LUCA’s 
lipids, just as all theories for the origin 
of cells require prebiotic chemistry. 
New evidence from the comparison of 
prokaryotic genomes indicates that life 
arose at alkaline hydrothermal vents 
and that the LUCA could have used 
geochemically generated ion gradients 
to fuel ATP synthesis. That would 
suggest that  genetically encoded lipid 
synthesis occurred as independent 
inventions in both primordial archaea 
and bacteria. Biochemical lipid 
synthesis was a late step in the 
emergence of cells, but a prerequisite 
for the transition to the free-living state.

Bacteria and archaea are not what 
one would commonly call complex, 
but there are many prokaryotes with 
internal membrane compartments. 
Examples include thylakoids in 
cyanobacteria, chromatophores 
in rhodobacter, christae-like 
invaginations in methylotrophs, 

Primer some biochemistry such as Fe-S 
cluster biosynthesis, the oxidative 
folding of sulfur-bridges, or fatty acid 
breakdown, is compartmentalized 
the way that it is. Mitochondria arose 
from proteobacterial endosymbionts, 
and plastids arose from cyanobacteria 
(Figure 1). As a consequence of 
their origins, and in contrast to other 
eukaryotic compartments, both are 
surrounded by two membranes instead 
of one. Some phyla — such as diatoms, 
the most important primary producers 
in the ocean, or apicomplexan 
parasites, including the causative 
agent of Malaria, Plasmodium — carry 
plastids that are surrounded by four 
membranes. These extra membranes 
are relicts of a process called 
secondary endosymbiosis, in which 
one eukaryote engulfed another (Figure 
1). Membrane evolution goes all the 
way back to the origin of life and the 
primordial separation of the two kinds 
of prokaryotes: bacteria and archaea.

Prokaryotic membranes
Until the late 1970s, biologists 
distinguished between only two 
types of cells: those with a nucleus 
(eukaryotes) and those without 
(prokaryotes). However, Woese and 
Fox, using 16S rRNA data, unearthed 
“three aboriginal lines of descent” and 
a dichotomy in the prokaryotic tree 
that ran deep.  We now know that 
the two members of the prokaryotic 
tree — bacteria and archaea —  share 
many crucial traits including the genetic 
code, the transcription machinery, 
ribosomal translation, and organization 
of basic cell chemistry in the form of 
ATP synthesis through membrane-
bound chemiosmotic coupling via 
rotor-stator type ATPases. Such shared 
characters, in particular the code, point 
to a last universal common ancestor 
(LUCA) of all cells, which lived some 4 
billion years ago. When we look back to 
the origin of life, this LUCA represents 
a kind of event horizon. Though the 
LUCA (Figure 1) surely had ribosomes, 
the genetic code as we know it, and 
ATPase, the nature of its membrane is 
more elusive.

The typical lipids of bacterial and 
archaeal membranes differ in their 
hydrophobic tails, their stereochemistry 
and the enzymes that synthesize them. 
Bacterial lipids consist of fatty acids 
that are linked to glycerol phosphate 
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concept is supported by metagenome 
data of Asgard archaea, descendants 
of the proposed host into which the 
endosymbiont is thought to have 
integrated. Phagocytosis by this 
ancester would have been required to 
engulf the proteobacterium (ultimately 
as a food particle); but notably, no one 
has ever seen such complex archaeal 
cells. Others say the (syntrophic) 
endosymbiont entered by non-
phagocytic means and permitted the 
emergence of eukaryotic complexity 
by removing energetic constraints 
through evolving into an ATP-producing 
mitochondrion. From the standpoint of 
physiology, the concept of a phagocytic 
origin of mitochondria looks less and 
less likely.

Prokaryotic plasma membranes 
are bioenergetic membranes. They 
are the site of ATP synthesis, and 
that poses a problem for theories that 
envisage a phagocytic prokaryote as 
the host for mitochondria, because 
phagocytosis and chemiosmotic 
coupling (dependent on ; Figure 1) at 
the same membrane are incompatible. 
In eukaryotes, ATP-synthesis occurs 
at the inner mitochondrial membrane. 
The eukaryotic vacuolar-type ATPase  
that acidifi es a range of intracellular 
compartments is of archaeal origin, 
suggesting it was at work in the 
archaeal ancestor that became the 
host of the future mitochondrion. If one 
supposes that this vacuolar ATPase 
was already working as such at the 

time of endosymbiont entry, then one 
is required to identify a different energy 
(ATP) source for proton pumping, since 
the vacuolar ATPase would not be 
synthesizing, but rather consuming, 
ATP — an energetic dissent rarely 
considered.

New clues in the debate over the origin 
of the endomembrane system came 
with the discovery that eukaryotic vesicle 
fl ux also emanates from mitochondria. 
Mitochondria-derived vesicles (MDVs) are 
homologous to outer membrane vesicles 
(OMVs) that prokaryotes secrete into the 
environment (Figure 1). OMVs serve to 
shed membrane and faulty membrane 
proteins (unlike eukaryotes, prokaryotes 
do not recycle their plasma membrane), 
and facilitate communication and delivery 
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Figure 2. Exemplary lipid species. 
Many hundred different types of lipids have been characterized, but some generalizations can be made. Archaea contain a variety of lipids that are 
characterized by isoprenoid chains, which are ether-linked to the hydrophilic head group and can span an entire membrane, thereby generating a 
mono- instead of a more canonical bilayer. They are generally less permeable and the plasma membranes they constitute are often covered with 
a paracrystalline protein layer, the S-layer. Bacterial lipids are characterized by glycerol-3-phosphates linked to fatty acid side chains through an 
ester bond. Membranes can be enriched with molecules other than proteins, such as the bacterial ladderane that makes a membrane less perme-
able. The main lipid types of eukaryotes are like those of bacteria and none of their many compartments share an identical lipid composition. The 
two compartments of endosymbiotic origin, the mitochondrion and plastid, are characterized by their very own specifi c lipid types, cardiolipin and 
galactolipids, respectively. Both of these lipid types play a role in stabilizing components of the organelle’s different electron transport chains and are 
lost in organelles that no longer synthesize ATP through chemiosmotic coupling.
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Mitochondria are best known for their role in the generation of ATP by aerobic respiration. Yet, research in the
past half century has shown that they perform a much larger suite of functions and that these functions can
vary substantially among diverse eukaryotic lineages. Despite this diversity, all mitochondria derive from a
common ancestral organelle that originated from the integration of an endosymbiotic alphaproteobacterium
into a host cell related to Asgard Archaea. The transition from endosymbiotic bacterium to permanent organ-
elle entailed amassive number of evolutionary changes including the origins of hundreds of new genes and a
protein import system, insertion of membrane transporters, integration of metabolism and reproduction,
genome reduction, endosymbiotic gene transfer, lateral gene transfer and the retargeting of proteins. These
changes occurred incrementally as the endosymbiont and the host became integrated. Although many in-
sights into this transition have been gained, controversy persists regarding the nature of the original endo-
symbiont, its initial interactions with the host and the timing of its integration relative to the origin of other
features of eukaryote cells. Since the establishment of the organelle, proteins have been gained, lost, trans-
ferred and retargeted asmitochondria have specialized into the spectrum of functional types seen across the
eukaryotic tree of life.

Introduction
Mitochondria are essential double-membrane bound subcellular
compartments that are best known as the ‘powerhouses’ that
supply eukaryotes with energy in the form of ATP to serve their
cellular needs. We are taught in introductory biology courses
that mitochondria are the site of aerobic respiration, a complex
biochemical process by which pyruvate is oxidized to CO2,
generating reduced cofactors that drive the electron transport
chain (ETC) to chemiosmotically fuel ATP synthesis. The final
electron acceptor for this process is oxygen, which is why the
majority of eukaryotes require oxygen to survive. Yet the last
half a century of research into the mitochondria of a number of
model system eukaryotes has revealed that these organelles
do far more than just aerobic respiration. Indeed, mitochondrial
proteomes typically consist of greater than 1,000 proteins that
function in a wide variety of critically important biochemical pro-
cesses including protein synthesis, amino acid and nucleotide
metabolism, fatty-acid catabolism, lipid, quinone and steroid
biosynthesis, iron-sulfur (Fe/S) cluster biogenesis, apoptosis,
and ion homeostasis, to name a few [1–5].
As our understanding of mitochondrial function in model sys-

tems has expanded, so too has our knowledge regarding the ori-
gins of mitochondria and their diversity in structure, metabolism
and function across the eukaryote tree. In 1967, Lynn Margulis
(then Lynn Sagan) famously published On the Origin of Mitosing
Cells [6] in which she proposed that eukaryotic organelles
including mitochondria and chloroplasts evolved from endosym-
biotic bacteria, as had been proposed by others in the early 20th

century [7]. Although her ideas were initially controversial, phylo-
genetic analyses of genes and proteins of these two organelles
in the late 1970s [8,9] andearly 1980s [10] confirmed that their pro-
karyotic provenance was distinct from the eukaryotic nuclear

lineage. Since then, orders ofmagnitudemore data have become
available through the advent of high-throughput sequencing and
proteomics technologies. The availability of hundreds of thou-
sands of whole genome sequences has the potential to clarify
thedeepest relationships in the treeof life.Phylogenomicanalyses
have shown that the ‘host’ lineage of eukaryotes is most closely
related to a newly discovered group of Archaea, known as the As-
gards [11,12]. Modern analyses also confirm that the mitochon-
drial endosymbiont was indeed related to alphaproteobacteria
[13], although controversy still persists as to which lineageswithin
this group are their closest relatives [14]. Genomic and cell biology
investigations of diverse protistan and multicellular lineages have
further revealed that all known living eukaryotes descend from a
mitochondrion-containing ancestor (the last eukaryote common
ancestor — LECA) that had most of the genetic and cellular fea-
tures of modern eukaryotes (Figure 1) [15–17].
Knowing that the mitochondrial compartment was once an

endosymbiotic bacterium raises many fascinating questions.
For example, what was the nature of the original symbiotic inter-
action between the alphaproteobacterial endosymbiont and the
proto-eukaryotic host? How did the endosymbiont ‘integrate’
structurally, physiologically and genetically into the host and
how did they coordinate their biogenesis and reproduction?
What role did the mitochondrial symbiont have in the origin of
the eukaryotic cell itself and how early did the symbiosis happen
in the prokaryote-to-eukaryote transition? These questions have
all been subjects of active research, theorizing and debate in the
past few decades with critical discoveries coming from the
disparate fields of biochemistry, molecular and cellular biology,
genomics, microbiology and evolutionary biology.
Since the establishment of the integrated mitochondrial

organelle, evolutionary divergence in mitochondrial form and
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function has continued along branches of the eukaryote tree of
life. Studies of the mitochondria of diverse unicellular, multicel-
lular, photosynthetic and anaerobic eukaryotes have overturned
the essentialist textbook view of mitochondria as a single ‘type’
of organelle; mitochondrial genomes and proteomes differ sub-
stantially across eukaryotic diversity [18]. In lineages of eukary-
otes adapted to low oxygen conditions, mitochondria have
been drastically reduced, functionally altered and, in one case,
completely lost [19]. Gene duplication, re-targeting of proteins
to and from mitochondria, secondary gene loss and lateral
gene transfer (LGT) have all played important roles in generating
this diversity in mitochondria, although the relative importance of
these mechanisms is debated [20–23].

Here we review the evolutionary origins and diversity of mito-
chondria across the eukaryotic tree and discuss the mecha-
nisms and evolutionary forces that have shaped these diverse
organelles. We highlight points of consensus and areas of con-
troversy that new data will be especially helpful to resolve.

The Nature of the Pre-Mitochondrial Endosymbiont
In the following discussion, we refer to the first common ancestor
of mitochondria as the ‘pre-mitochondrial alphaproteobacte-
rium’ (Figure 1). As discussed below, it is unclear whether or
not this organism was, itself, an endosymbiont or free-living. In
contrast, ‘proto-mitochondria’ will refer to all intermediate or
transitional forms that evolved, and diversified, from the pre-
mitochondrial alphaproteobacterium on the lineage leading to
the last eukaryote common ancestor (LECA). It was during this
phase of evolution that the drastic reduction from an endosym-
biotic alphaproteobacterium to a fully integrated organelle took

place. This transition entailed thousands of changes to the orig-
inal symbiont- and host-derived genomes and compartments.
The mitochondrion of LECA, herein referred to as the ‘mitochon-
drial cenancestor’, was a fully integrated organelle in the eukary-
otic cell, capable of aerobic respiration as well as dozens of the
other biochemical functions performed by modern aerobic mito-
chondria [18,24,25].
The properties of the pre-mitochondrial alphaproteobacterium

are important toclarify thenatureof the initial symbiosis (Figure1).
We can gain insight into this question by reconstructing the last
common ancestor between extant alphaproteobacteria and the
mitochondrial lineage (e.g., see [24]). But to do this, we need to
confidently place the mitochondrial lineage in a phylogenetic
context. Unfortunately, it has been difficult to reliably determine
the precise alphaproteobacterial lineage that is most closely
related to mitochondria (Box 1). Phylogenetic analyses of large
sets of genes often showmitochondria as emerging either within,
or as a sister group to, the Rickettsiales (e.g. [13,24]), a group
containing exclusively intracellular parasitic and endosymbiotic
bacteria (Figure 2). This position may not be reliable because
genes ofmitochondrial origin are often highly divergent and could
be artefactually grouping in phylogenies with the similarly diver-
gent genes of Rickettsiales (Box 1). Other analyses have found
affinities of mitochondrial sequences to various other alphapro-
teobacterial groups [26,27], or suggest that mitochondria may
forma very deep independent branch in the alphaproteobacterial
tree (as found in some analyses in [14]) (Figure 2).
A great many phenotypes have been imagined for the

first mitochondrial endosymbiont. These proposals have been
made by more or less taking into consideration: (a) the modern
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Figure 1. The origin and evolution of
mitochondria and eukaryotes.
Mitochondria evolved from an endosymbiotic al-
phaproteobacterium (purple) within an archaeal-
derived host cell that was most closely related to
Asgard archaea (green). The earliest ancestor of
mitochondria (that is not also an ancestor of an
extant alphaproteobacterium) is the pre-mito-
chondrial alphaproteobacterium. Proto-mitochon-
dria evolved from this first alphaproteobacterial
endosymbiont, and comprise all transitional forms
of mitochondria before the mitochondrial cen-
ancestor, the mitochondrion in the last eukaryotic
common ancestor (LECA). The timing of the mito-
chondrial endosymbiosis is uncertain (indicated by
a purple shadow along the proto-eukaryotic stem)
but postdates the first eukaryote common ancestor
(FECA) and predates LECA. As far as we know,
transitional ‘proto-eukaryotes’ between FECA and
LECA went extinct (indicated by crosses). The
complexity of the proto-eukaryotic genome and
proteome gradually increased during eukaryo-
genesis (increasingly wider green branches), but
the mitochondrial endosymbiont’s genome and
proteome were reduced, as the organelle incor-
porated proteins of host and foreign origin
(progressively thinner purple branches for the
mitochondrial endosymbiont contribution, with
thin coloured branches indicating lateral gene
transfers). Adaptations of mitochondria to anaero-
biosis and outright loss of mitochondria (upper
right circle) were facilitated by lateral gene transfer
events.
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proposed non-mutualistic scenarios in which the pre-mitochon-
drial alphaproteobacterium was a bacterial periplasmic predator
(like Bdellovibrio orMicavibrio) that aggressively invaded its host
[40,41], or an intracellular parasite of eukaryotes like somemem-
bers of the Rickettsiales.

The phylogenetic placement of mitochondria, although still
controversial, can help to constrain these speculations (Figure 2
and Box 1). Hypotheses in which mitochondria branch as sister

to, or within, Rickettsiales have suggested the mitochondrial
symbiont was initially a facultative intracellular energy parasite
that invaded ancestral proto-eukaryotic cells [24]. These
ideas also suggest it was a flagellated cell with a repertoire of ter-
minal cytochromes adapted to hypoxia; a bacterium perhaps
not too different from holosporacean protist endosymbionts
[13,24,42]. However, if mitochondria emerge from a deeper po-
sition within alphaproteobacteria [14], it is then more likely that
the pre-mitochondrial alphaproteobacterium was free-living.
If so, it may have been a facultative anoxygenic photosyn-
thesizer [38], as this physiology might have been ancestral to
all alphaproteobacteria [43].
All of these proposals are based on what is currently known

about alphaproteobacterial diversity. Metagenomic studies of
aquatic and terrestrial environments worldwide are revealing a
vast diversity of novel prokaryotic lineages, dwarfing what was
previously known [44]. Explorations of the diversity and phylog-
eny of novel environmental alphaproteobacteria and the charac-
terization of their physiologies could greatly enhance our under-
standing of the evolution of physiological traits within the group,
allowing us to better pinpoint the nature of the pre-mitochondrial
alphaproteobacterium.

The Transition From an Endosymbiotic
Alphaproteobacterium to an Organelle
Despite uncertainty over the nature of the initial endosymbiosis,
it is clear that mitochondria were ultimately retained in large part
because of their capacity to efficiently generate ATP through aer-
obic respiration. The capability to generate ATP by fully oxidizing
organic ‘food’, carbohydrates, amino acids and lipids, through
aerobic respiration may well have been a new physiological
property brought to the host by themitochondrial endosymbiont.
The transformation of a bacterium into an organelle was then
effectively a process of integration with the host as the endosym-
biont lost its autonomy and eventually became specialized as an
aerobically respiring ATP-producing organelle with additional
roles in a multitude of metabolic and biosynthetic pathways.
The transition from an autonomous endosymbiotic alphapro-

teobacterium to the mitochondrial cenancestor entailed many
evolutionary changes including: (1) insertion of small molecule
transporters/carriers into the endosymbiont inner membrane,
(2) origin and elaboration of the protein-import machinery,
(3) genome reduction through loss of redundant or unnecessary
genes, (4) endosymbiotic gene transfer (EGT) to the nucleus,
(5) modification of the endosymbiont cell envelope, (6) integra-
tion of biochemical pathways and systems between host and
symbiont, (7) origin of an organelle division mechanism that
was coordinated with the host-derived cell cycle, (8) specializa-
tion of cristae, (9) evolution of contact sites between proto-mito-
chondria and the endomembrane system, (10) retargeting of
proteins of diverse origins (and localizations) to mitochondria,
and (11) evolution of anchors between mitochondria and the
cytoskeleton. Given the number and complexity of the changes
involved, the evolutionary transformation of the pre-mitochon-
drial alphaproteobacterium into the mitochondrial cenancestor
was necessarily incremental and produced many transitional
forms long extinct (Figure 1). Below we discuss several of these
evolutionary changes inmore detail before discussing the origins
of the mitochondrial proteome as a whole.
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Figure 2. The phylogenetic position of mitochondria among
alphaproteobacteria remains contentious.
The class Alphaproteobacteria encompasses well-defined diverse orders:
the Rhizobiales, Rhodobacterales, Caulobacterales, Sphingomonadales, Pe-
lagibacterales (SAR11), Rhodospirillales, and Rickettsiales [5,35] (the order
Magnetococcales [36] is a distant sister to all other alphaproteobacteria).
Some recently proposed candidate orders with sole or few representatives are
also depicted (see [129]). The mitochondrial lineage could be placed at the
base of Alphaproteobacteria, as sister to all ‘free-living’ alphaprotebacteria
(e.g., [14]) as sister to the Rickettsiales or within the Rickettsiales (e.g., [13]); all
positions are shown with dashed lines. Alphaproteobacteria are incredibly
diverse. The Rhizobiales include plant-associated nitrogen-fixing rhizobia,
facultative intracellular parasites as well as methanotrophs. The order Rho-
dobacterales encompasses purple non-sulfur bacteria, as well as abundant
aerobic oceanic phototrophs and diverse heterotrophs. Some of the most
abundant bacteria in the ocean are the small heterotrophic pelagibacterales.
The Rickettsiales is composed exclusively of obligately intracellular endo-
symbionts or parasites. Phototrophs are found among the Rhizobiales, Rho-
dobacterales, Caulobacterales, Sphingomonadales, and Rhodospirillales.
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Moore et al. Divergence of Plastids

FIGURE 1 | A maximum likelihood (ML) phylogenetic tree made using a concatenation of 30 large and small subunit ribosomal proteins (Table 2) and RAxML. This
tree supports a deep placement of the plastid clade with high bootstrap support. Bootstrap values are denoted for major divergences of cyanobacterial and plastid
clades. All internal nodes have bootstrap values of >90.

Testing the Position of Plastids
The placement of plastids within our trees is deeper than
the placements that have been suggested by most analyses
to date. Our analyses consistently show a deep divergence
of the plastid/G. lithophora clade after the deeply branching
Synechococcus sp. JA-2-3B a 2-13, but before clade 3
(Pseudanabaena; Figure 1 and Supplementary Figure 1).
This bifurcation, supported by high bootstrap values and
high posterior probabilities, indicates an ancient ancestry
of plastids. Previous studies that place plastids within the
nitrogen-fixing cyanobacteria (clades 9 and 10 in this study)
recover a shallow placement using predominantly nucleotide
sequences or protein sequences from nuclear encoded proteins in
photosynthetic eukaryotes and their homologs in cyanobacteria
(Table 3). These studies use data sets that range from small
subunit rRNA sequences to genes such as rbcl (Douglas
and Turner, 1991; Falcón et al., 2010) and nuclear encoded
proteins from photosynthetic eukaryotes with cyanobacterial

homologs (Dagan et al., 2012), and many include only a
limited dataset of cyanobacteria. A few analyses using nucleotide
data have produced topologies with a deeper placement of
plastids (Nelissen et al., 1995; Turner et al., 1999), but these
also used a limited set of cyanobacterial sequences and had
low bootstrap support values. In contrast, studies based on
amino acid sequences generally recover a deeper placement of
plastids (Rodríguez-Ezpeleta et al., 2005; Reyes-Prieto et al.,
2010; Criscuolo and Gribaldo, 2011; Shih et al., 2013). However,
analyses that recovered a deep placement either showed a
divergence of plastids after the Pseudanabaena (Shih et al., 2013)
or did not include deeply branching groups like Pseudanabaena
and Synechococcus sp. JA-2-3B a 2-13 at all (Rodríguez-
Ezpeleta et al., 2005; Reyes-Prieto et al., 2010; Criscuolo and
Gribaldo, 2011). A recent analysis (Sánchez-Baracaldo et al.,
2017) used a large set of concatenated proteins including parts
of the photosynthetic machinery, resulting in a placement of
plastids after both the filamentous Pseudanabaena and the
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An Expanded Ribosomal Phylogeny
of Cyanobacteria Supports a Deep
Placement of Plastids
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1 Department of Earth, Atmospheric and Planetary Sciences, Massachusetts Institute of Technology, Cambridge, MA,
United States, 2 Center for Computational Biology, Flatiron Institute, Simons Foundation, New York, NY, United States,
3 Department of Earth and Planetary Sciences, University of California, Davis, Davis, CA, United States

The phylum Cyanobacteria includes free-living bacteria and plastids, the descendants of
cyanobacteria that were engulfed by the ancestral lineage of the major photosynthetic
eukaryotic group Archaeplastida. Endosymbiotic events that followed this primary
endosymbiosis spread plastids across diverse eukaryotic groups. The remnants of the
ancestral cyanobacterial genome present in all modern plastids, enable the placement
of plastids within Cyanobacteria using sequence-based phylogenetic analyses. To
date, such phylogenetic studies have produced conflicting results and two competing
hypotheses: (1) plastids diverge relatively recently in cyanobacterial evolution and are
most closely related to nitrogen-fixing cyanobacteria, or (2) plastids diverge early in
the evolutionary history of cyanobacteria, before the divergence of most cyanobacterial
lineages. Here, we use phylogenetic analysis of ribosomal proteins from an expanded
data set of cyanobacterial and representative plastid genomes to infer a deep placement
for the divergence of the plastid ancestor lineage. We recover plastids as sister to
Gloeomargarita and show that the group diverges from other cyanobacterial groups
before Pseudanabaena, a previously unreported placement. The tree topologies and
phylogenetic distances in our study have implications for future molecular clock studies
that aim to model accurate divergence times, especially with respect to groups
containing fossil calibrations. The newly sequenced cyanobacterial groups included here
will also enable the use of novel cyanobacterial microfossil calibrations.

Keywords: cyanobacteria, Archaeplastida, chloroplast, evolution, phylogenetic tree

INTRODUCTION

Two major groups of organisms produce oxygen by oxygenic photosynthesis: Cyanobacteria,
the bacterial group in which this metabolism first evolved, and photosynthetic eukaryotes.
Photosynthesis in eukaryotes is carried out by plastids, specialized organelles capable of capturing
and converting light energy using Photosystems I and II. Following the first suggestion of a
cyanobacterial ancestor of the plastids (Schimper, 1885), studies have attempted to characterize
the commonalities and relationships between di�erent groups of cyanobacteria and plastids.
Subsequent work firmly established that plastids originated in an endosymbiotic event in which
an early eukaryote engulfed a cyanobacterium (Whatley et al., 1979; Whatley and Whatley, 1981;
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Network-based microsynteny analysis identifies major
differences and genomic outliers in mammalian and
angiosperm genomes
Tao Zhaoa and M. Eric Schranza,1

aBiosystematics Group, Wageningen University & Research, 6708PB Wageningen, The Netherlands

Edited by Scott V. Edwards, Harvard University, Cambridge, MA, and approved December 19, 2018 (received for review February 1, 2018)

A comprehensive analysis of relative gene order, or microsynteny,
can provide valuable information for understanding the evolu-
tionary history of genes and genomes, and ultimately traits and
species, across broad phylogenetic groups and divergence times.
We have used our network-based phylogenomic synteny analysis
pipeline to first analyze the overall patterns and major differences
between 87 mammalian and 107 angiosperm genomes. These two
important groups have both evolved and radiated over the last
∼170 MYR. Secondly, we identified the genomic outliers or “rebel
genes”within each clade. We theorize that rebel genes potentially
have influenced trait and lineage evolution. Microsynteny net-
works use genes as nodes and syntenic relationships between
genes as edges. Networks were decomposed into clusters using
the Infomap algorithm, followed by phylogenomic copy-number
profiling of each cluster. The differences in syntenic properties of
all annotated gene families, including BUSCO genes, between the
two clades are striking: most genes are single copy and syntenic
across mammalian genomes, whereas most genes are multicopy
and/or have lineage-specific distributions for angiosperms. We
propose microsynteny scores as an alternative and complementary
metric to BUSCO for assessing genome assemblies. We further
found that the rebel genes are different between the two groups:
lineage-specific gene transpositions are unusual in mammals,
whereas single-copy highly syntenic genes are rare for flowering
plants. We illustrate several examples of mammalian transposi-
tions, such as brain-development genes in primates, and syntenic
conservation across angiosperms, such as single-copy genes re-
lated to photosynthesis. Future experimental work can test if
these are indeed rebels with a cause.

synteny networks | genome evolution | phylogenomic synteny profiling |
mammals | angiosperms

The patterns and differences of gene and genome duplication,
gene loss, gene transpositions, and chromosomal rearrange-

ments can inform how genes and gene families have evolved to
regulate and generate (and potentially constrain) the amazing
biological diversity on Earth today. The wealth of fully se-
quenced genomes of species across the phylogeny of mammals
and angiosperms provides an excellent opportunity for compar-
ative studies of evolutionary innovations underlying phenotypic
adaptations (1). Phylogenetic profiling studies typically analyze
the presence or absence of particular genes or gene families
during the evolution of a lineage. For example, recent studies
have investigated when particular gene families first evolved (2,
3) or have identified the loss of specific genes associated with a
particular function (4–6). Less attention has been devoted to
understanding changes in local gene position (genomic micro-
collinearity or microsynteny) in a phylogenetic context.
Synteny can be defined as evolutionarily conserved relationships

between genomic regions. Synteny information provides a valuable
framework for the inference of shared ancestry of genes, such as for
assigning gene orthology relationships, particularly for large multi-
gene families where phylogenetic methods may be nonconclusive

(7–9). Finally, synteny data can speed the transfer of knowledge
from model to nonmodel organisms.
While the basic characteristics of gene and genome organi-

zation and evolution are similar across eukaryote lineages, there
are also significant differences that are not fully characterized or
understood. The length and complexity of genes and promoters,
the types of gene families (shared or lineage specific), transposon
density, higher-order chromatin domains, and the organization
of chromosomes differ significantly between plants, animals, and
other eukaryotes (10–13). It is known that genome organization
and gene collinearity is substantially more conserved in mam-
mals than plants (11), and thus identifying syntenic orthologs
across mammals is more feasible and straightforward than in
angiosperms. However, a comprehensive, comparative, and an-
alytical analysis of microsynteny of all coding genes across these
two groups has not yet been established. It is an opportune
moment to do so due to the rapid increase in available com-
pleted genomes for these two groups.
One major characteristic of flowering plant genomes is the

prevalent signature of shared and/or lineage-specific whole

Significance

Studying the organization of genes within genomes across
broad evolutionary timescales can advance our understanding
of the evolution of traits and clades. We have used a network
approach to investigate genome dynamics of mammals and
angiosperms. In general, genome organization and gene
microcollinearity is much more conserved in mammals than in
flowering plants. We then identified the genomic outliers or
“rebel genes,” within each clade. Genes that have moved are
unusual for mammals, whereas highly conserved single-copy
genes are exceptional for plants. How conservation and changes
in synteny or fundamental differences in genome organization
have contributed to the evolution of lineages could be a new
scientific frontier.

Author contributions: M.E.S. designed research; T.Z. performed research; T.Z. and M.E.S.
analyzed data; and T.Z. and M.E.S. wrote the paper.

The authors declare no conflict of interest.
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Data deposition: Datasets used in this study are available at DataVerse: (https://dataverse.
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BED/GFF files indicating gene positions of all mammal and angiosperm reference genomes, as
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particular gene families of interest, and phylogenomic synteny
profiling (Fig. 1C). Synteny scores could be used as an alternative
and complementary metric to other typical genome quality
checks such as N50 values or the Benchmarking Universal
Single-Copy Orthologs (BUSCO). Here we used Infomap as the
network clustering method. Testing with various bench-marking
input networks has shown Infomap to have excellent overall
performance (29, 30). Infomap also scales better than the k-clique
percolation method that we used in our previous study (24).
The clusters produced are nonoverlapping. Furthermore, the
number of clusters and cluster membership are determined by the
algorithm, thus making results more comparable between differ-
ent networks and independent from subjective user bias.

We analyzed the syntenic properties of 87 mammalian and
107 plant genomes (Fig. 2) which represent the main phyloge-
netic clades for both groups (17, 31–33). There are differences in
the overall quality and completeness of the genome assemblies
used, but this was a factor we wanted to analyze and assess in a
phylogenetic context using synteny analysis. For mammals, the
species used covered the three main clades of Afrotheria,
Euarchontoglires, and Laurasiatheria, as well as basal groups like
Ornithorhynchus anatinus (platypus). For angiosperms, the spe-
cies also cover three main groups of monocots, superasterids,
and rosids, as well as basal groups such as Amborella trichopoda
(Fig. 2). Some clades are more heavily represented than others
such as primates (human relatives) and crucifers (Arabidopsis

Fig. 2. Phylogenetic relationships of mammalian and angiosperm genomes analyzed. (A) Mammal genomes used (tree in red), highlighting the three main
placental clades of Laurasiatherias (light-gray shading), Euarchontoglires (light-orange shading), and Afrotheria (light-blue shading). (B) Angiosperm ge-
nomes used (tree in blue), highlighting the three main clades of rosids (light-red shading), superasterids (light-purple shading), and monocots (light-green
shading). The tree and clade shading is maintained in the latter figures. Mammal images courtesy of Tracey Saxby, Diana Kleine, Kim Kraeer, Lucy Van Essen-
Fishman, Kate Moore, and Dieter Tracey, Integration and Application Network, University of Maryland Center for Environmental Science (ian.umces.edu/
imagelibrary/).
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relatives) due to research sampling biases. Mammalian and an-
giosperm linages have both evolved and radiated over the last
∼170 MYR (17, 31–33) and have extremely rich research com-
munities and a wealth of genomic resources, thus making such a
comparative study of synteny of broad interest. Furthermore, we
specifically identify unique sets of outliers between the two
clades. In mammals, lineage-specific transpositions of genes are
uncommon, whereas highly conserved syntenic single-copy genes
are unusual in angiosperms. Being a “rebel gene” may be a sig-
nature of important or unique biological influence. The testing
of this hypothesis could shed light on how genome dynamics may
drive trait and lineage evolution.

Results and Discussion
Major Differences in Genomic Architecture Between Mammalian and
Angiosperm Genomes Revealed by Pairwise Phylogenomic Microsynteny
Analysis. Sequenced mammalian and angiosperm genomes were
published at various qualities, as indicated by number of scaf-
folds, N50, and BUSCO (Dataset S1). Many are neither perfectly
assembled nor annotated, with some poorly assembled genomes
containing thousands of relatively small scaffolds. Since synteny
detection based on genome annotations are subject to possible
confounding factors, we tested 20 different settings, combining
number of top hits for each gene (-b), and parameters of
MCScanX (-m: MAX_GAPS, -s: MACH_SIZE) (SI Appendix,
Fig. S1). Compared with angiosperms, we found mammals to be
less sensitive to -m and -b, which indicates greater genome
continuity and less impact of gene duplicates. The results show
that under the same settings of -s and -m, increasing -b generally
increases the pairwise syntenic percentages (except for mam-

mals, under b15s3m25 and b20s3m25, compared with b5s3m25
and b10s3m25) (SI Appendix, Fig. S1 A and B). But this also
leads to a decrease in the overall quality of detected syntenic
blocks as reflected by the lower average clustering coefficients
(SI Appendix, Fig. S1 C and D). Compared with angiosperm
genomes, a lower -b for mammals generally increases the num-
ber of nodes while at the same time increasing the clustering
coefficients. Mammalian genomes are also less sensitive to -m under
the same -s (SI Appendix, Fig. S1C). Considering block quality and
overall coverage, we used the setting of b5s5m15 for mammal ge-
nomes and b5m25s5 for angiosperm genomes for all subsequent
synteny network analysis.
To assess the overall impact of phylogenetic distance, genome

assembly quality and genome complexity, we summarized syn-
tenic percentage (syntenic gene pairs plus collinear tandem
genes relative to total number of annotated genes) for all pair-
wise comparisons of all annotated genes (3,828 times for mam-
mals and 5,778 times for angiosperms) into color-scaled matrixes
(Fig. 3) organized using the same species phylogenetic order as
in Fig. 2.
The diagonals of the matrixes represent self- vs. self-comparisons

and indicate the number of paralog/ohnolog pairs, that are in-
dicative of recent and/or ancient WGDs (Fig. 3). The lighter
orange and blue rows with fewer syntenic links could reflect key
biological or genomic differences but is much more likely to be
due to poor-quality genome assemblies that we used. Identified
poor-quality mammalian genomes include O. anatinus (platy-
pus), Galeopterus variegatus (Sunda flying lemur), Carlito syrichta
(Philippine tarsier), Manis javanica (Sunda pangolin), and Tur-
siops truncates (bottlenose dolphin) (Fig. 3A), and poor-quality

Fig. 3. Pairwise collinearity/microsynteny comparisons of mammalian and angiosperm genomes. (A) Pairwise microsynteny comparisons across mammal
genomes. (B) Pairwise microsynteny comparisons across angiosperm genomes. The color scale indicates the syntenic percentage. Species are arranged
according to the consensus phylogeny (Fig. 2). Overall, average microsynteny is much higher across mammals than plants. Also, the detected syntenic per-
centage does not show a strong phylogenetic signal. For example, contrasts are not higher for intra-Chiroptera (bats) or intra-Bovidae (cattle) than for distant
pairwise contrasts. However, it is slightly higher for intraprimate contrasts, whereas, there is a much stronger phylogenetic signal seen for plant genomes such
as intra-Brassicaceae or intra-Poaceae (grasses) contrasts than for interfamilial contrasts. The method also allows for easy detection of low-quality genomes.
The diagonal for both plots represents intragenome comparisons which can detect potential recent and ancient WGDs. Note, that almost all plant genomes
have higher intragenome microsyntenic pair scores than all mammal intragenome comparisons.
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Evolution of the ancestral mammalian karyotype and
syntenic regions
Joana Damasa , Marco Corboa, Jaebum Kimb, Jason Turner-Maierc, Marta Farr!ed, Denis M. Larkine, Oliver A. Ryderf,g , Cynthia Steinerh,
Marlys L. Houcki, Shaune Hallj, Lily Shiuej, Stephen Thomasj, Thomas Swalej, Mark Dalyj, Jonas Korlachk, Marcela Uliano-Silval,m,n, Camila J. Mazzonim,n,
Bruce W. Birrenc, Diane P. Genereuxc , Jeremy Johnsonc, Kerstin Lindblad-Tohc,o , Elinor K. Karlssonc,p,q , Martin T. Nweeiar,s,t ,
Rebecca N. Johnsonu,v , Zoonomia Consortium1, and Harris A. Lewina,w,x,2

Contributed by Harris A. Lewin; received June 8, 2022; accepted August 24, 2022; reviewed by Oleg Simakov and Timothy Smith

Decrypting the rearrangements that drive mammalian chromosome evolution is critical
to understanding the molecular bases of speciation, adaptation, and disease susceptibil-
ity. Using 8 scaffolded and 26 chromosome-scale genome assemblies representing
23/26 mammal orders, we computationally reconstructed ancestral karyotypes and syn-
tenic relationships at 16 nodes along the mammalian phylogeny. Three different refer-
ence genomes (human, sloth, and cattle) representing phylogenetically distinct
mammalian superorders were used to assess reference bias in the reconstructed ancestral
karyotypes and to expand the number of clades with reconstructed genomes. The mam-
malian ancestor likely had 19 pairs of autosomes, with nine of the smallest chromo-
somes shared with the common ancestor of all amniotes (three still conserved in extant
mammals), demonstrating a striking conservation of synteny for ∼320 My of vertebrate
evolution. The numbers and types of chromosome rearrangements were classified for
transitions between the ancestral mammalian karyotype, descendent ancestors, and
extant species. For example, 94 inversions, 16 fissions, and 14 fusions that occurred
over 53 My differentiated the therian from the descendent eutherian ancestor. The
highest breakpoint rate was observed between the mammalian and therian ancestors
(3.9 breakpoints/My). Reconstructed mammalian ancestor chromosomes were found
to have distinct evolutionary histories reflected in their rates and types of rearrange-
ments. The distributions of genes, repetitive elements, topologically associating
domains, and actively transcribed regions in multispecies homologous synteny blocks
and evolutionary breakpoint regions indicate that purifying selection acted over mil-
lions of years of vertebrate evolution to maintain syntenic relationships of developmen-
tally important genes and regulatory landscapes of gene-dense chromosomes.

chromosome evolution j mammals j synteny conservation j ancestral genome reconstruction j
topologically associating domains

Resolving karyotypes and syntenic relationships in common ancestors along phyloge-
netic lineages facilitates the identification and dating of chromosomal rearrangements
that have led to the organization of extant genomes, ultimately shedding light on spe-
cies biology and evolutionary history (1). Earlier studies of mammalian chromosome
evolution focused on placental (2–7) or marsupial mammals (8, 9). Limitations of
chromosome painting and the highly fragmented nature of first-generation genome
assemblies impeded the reconstruction of ancestral karyotypes older than 100 My in
the eutherian lineage (10). Additionally, a dearth of chromosome-scale genome assem-
blies for monotremes and marsupials has delayed sequence-based reconstruction of the
ancestral mammalian karyotype, deferring a comprehensive study of the evolution of
mammalian chromosomes.
Despite these limitations, studies of chromosome evolution led to important insights

into the mechanisms that drive chromosome rearrangements and their role in adapta-
tion and speciation (reviewed in ref. 1). These insights have informed the theory of
chromosomal speciation, which posits that chromosome rearrangements promote
reproductive isolation by suppressing recombination in rearranged regions and subse-
quent accumulation of genetic incompatibilities (11). Examples of chromosomal speci-
ation can be found in multiple mammalian species, including rock wallaby (12) and
Rhogeessa bats (13). Rearranged regions are also associated with the accumulation of
genes linked to adaptive phenotypes and are responsible for a wide variety of disease
phenotypes, including leukemias and lymphomas (14).
One of the most challenging problems in studying chromosome evolution in verte-

brates is demonstrating direct cause and effect relationships between chromosome rear-
rangements and phenotypes. Much of what we know about the mechanisms governing

Significance

Computational reconstruction of
ancestral mammalian karyotypes
revealed a comprehensive picture
of the chromosome
rearrangements that occurred
over the evolutionary history of
mammals. Ancient gene order, in
some cases extending to full
chromosomes, was found
conserved for more than 300 My,
demonstrating strong
evolutionary constraint against
rearrangements in some regions.
Conserved segments of
chromosomes are enriched for
genes that control developmental
processes. Therefore, Darwinian
selection likely maintains ancient
gene combinations while allowing
for genomic innovations within or
near chromosomal sites that
break and rearrange over
evolutionary time. The revealed
relationship between the three-
dimensional structure of
chromosomes and the
evolutionary stability of
chromosome segments provides
additional insights into the
mechanisms of chromosome
evolution and diseases associated
with genome rearrangements.

Reviewers: O.S., Universitat Wien; and T. Smith, USDA,
ARS, MARC.

The authors declare no competing interest.

Copyright © 2022 the Author(s). Published by PNAS.
This open access article is distributed under Creative
Commons Attribution License 4.0 (CC BY).
1A complete list of the Zoonomia Consortium can be
found in SI Appendix.
2To whom correspondence may be addressed. Email:
lewin@ucdavis.edu.
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(RACFs) for each of 16 mammalian ancestors at 300-kbp syntenic
fragment (SF) resolution. These RACFs were then manually
curated to obtain ancestral chromosomes (SI Appendix). The chro-
mosome assemblies for every reconstructed ancestor are shown in
Datasets S3–S5. The combined length of RACFs assigned to each
ancestor’s chromosomes represents >99% of the total of each
reconstructed ancestor’s genome length (SI Appendix, Table S1).
The reconstructed mammalian ancestor karyotype includes ∼87%
of the genome sequence of each of the three references (SI
Appendix, Table S1) and contains ≥83% of complete mammalian
benchmarking universal single-copy orthologs [BUSCOs (38)] (SI
Appendix, Fig. S1). For all reconstructions, except the ruminant
ancestor, more recent ancestors had sequentially higher reference
genome coverage (88 to 98%) (SI Appendix, Table S1) and more
complete mammalian BUSCOs (88 to 96%) (SI Appendix,
Fig. S1).

Assessment of Reference Bias in the Reconstructed Ancestral
Karyotypes. We compared the mammalian, therian, eutherian,
and boreoeutherian ancestor chromosomes reconstructed using
the three reference genomes. The human genome-based recon-
structions at the different ancestral nodes were generally in higher
agreement with those obtained using sloth as the reference
genome than with the cattle genome-based reconstructions (SI
Appendix, Fig. S2–S5 and Tables S2–S4). This was likely due to
differences in target species genome coverage (Dataset S6), partic-
ularly for the early-diverging platypus, which was important
for resolving the chromosome organization of the mammalian
ancestor. Even so, >90 and >79% of the total lengths of the
reconstructions were in agreement for the human–sloth and

human–cattle reconstruction comparisons, respectively (SI
Appendix, Table S4). The cumulative length of the syntenic seg-
ments with structural disagreements between the different recon-
structions was much lower for more recent ancestors, with <0.5%
inconsistency for the eutherian and boreoeutherian ancestors
(SI Appendix, Table S4). The highest BUSCO scores were
obtained for the ancestral chromosomes reconstructed using the
human genome sequence as the reference (SI Appendix, Fig. S1).
In addition, the human genome-based reconstruction of the mam-
malian ancestor recovered the most complete mammalian BUS-
COs shared between the human and platypus genomes (99%) (SI
Appendix, Table S5). Because the human genome-based recon-
structions of the mammalian, therian, eutherian, and boreoeuther-
ian chromosome organization were the most comprehensive, we
chose them for subsequent analyses of chromosome evolution pre-
sented below (SI Appendix has visualizations and statistics for the
sloth and cattle genome-based reconstructions).

Evolution of the Mammalian Ancestor Chromosomes in the
Human, Cattle, and Sloth Lineages. The reconstructed mam-
malian ancestor karyotype has 19 autosomes plus X, except for
the cattle genome-based reconstruction, which has two fewer
chromosomes and the lowest total reconstruction length
(Fig. 2, Datasets S4–S6, and SI Appendix, Figs. S6 and S7 and
Table S1). The X chromosome was assigned according to its
orthology to the X chromosome of therian mammals. The evo-
lutionary history of the Y chromosome could not be established
because only 9 of 32 mammal species, from four orders, were
represented by males (Dataset S1). The differences between the
mammalian and therian (n = 17 + X) ancestors’ chromosomes

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 X

Mammalia
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 171819

X

1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 1617

X

Eutheria

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 X

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
23

X
Euarchontoglires

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
22

X
Euarchonta

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 X

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 X

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 X

Theria

Boreoeutheria

Primatomorpha

Primata (hominidae)

Human

19

22

21 22 23

22 23

Fig. 2. Evolution of MAMs in the lineage leading to humans. MAMs are distinguished by the colors at the top of the diagram. Colored blocks for every other
ancestor and human depict the orthology to MAMs. Lines within colored blocks represent block orientation compared with the MAMs, with positive and neg-
ative slopes portraying the same or different orientations, respectively. Gray ribbons depict the orthology of each ancestor to its phylogenetically closest
ancestors or species. An orthology map for each pairwise comparison is presented in Dataset S12.
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1
Primer

How and Why Chromosome Inversions Evolve
Mark Kirkpatrick*

Section of Integrative Biology, University of Texas, Austin, Texas, United States of America

Alfred Sturtevant, who invented genetic mapping while still an
undergraduate, published the first evidence of a chromosomal
inversion in 1921 [1]. He suggested then, and later proved, that
they have a dramatic effect on transmission: when heterozygous,
inversions suppress recombination. Over the next half century,
inspired largely by Dobzhansky and his coworkers, much of
empirical population genetics devoted itself to studying the
abundant polymorphisms within and fixed differences of inver-
sions between species of Drosophila [2]. Starting in the 1970s, this
rich literature largely sank from view with the rise of biochemical
and then molecular genetics. But inversions are ascendant again.
Comparative genomics is now revealing that chromosomes are far
more structurally fluid than even Dobzhansky dared to suppose.
Where classic cytogenetics identified only nine inversions that
distinguish humans and chimpanzees, comparison of their
genomic sequences reveals on the order of 1,500 [3] (Figure 1).
Despite the importance of inversions as a major mechanism for
reorganizing the genome, we are still struggling to understand how
and why they evolve almost a century after Sturtevant’s discovery.

An inversion occurs when a chromosome breaks at two points
and the segment bounded by the breakpoints is reinserted in the
reversed orientation. Several molecular mechanisms can mediate
this event [4]. Box 1 gives an overview of some basic properties of
inversions and the ways that they are detected.

In many cases, there is virtually no difference in the genetic
content of inverted and uninverted chromosomes—only the linear
order of DNA bases is changed. This situation presents
evolutionary biologists with an intriguing question: if an inverted
chromosome has (almost) the same genetic information as an
uninverted one, what could cause it to spread through a
population? This primer begins with an overview of the
evolutionary forces that act on inversions. It then discusses the
importance of inversions to the evolution of sex chromosomes,
speciation, and local adaptation. Finally, we will see how several of
these themes are illuminated by an exciting study on an inversion
in a plant that appears in this issue of PLoS Biology.

Inversions and Recombination

A key evolutionary effect of inversions is that they suppress
recombination as heterozygotes (Figure 2). Suppression follows
from the loss of unbalanced gametes that result from recombina-
tion (Box 1), the failure of inverted regions to synapse in
heterozygotes, and probably other mechanisms not yet under-
stood. Large inversions show very low (but still positive) rates of
recombination as heterozygotes, which results from double cross-
overs and gene conversion, but the rates are orders of magnitude
smaller than those in homozygotes [5]. On timescales of 105

generations and longer, however, even this very limited recom-
bination supplements mutation as an important source of genetic
variation within inversions, which originate from a single
chromosome and therefore have no variation whatsoever when
they first appear.

One way to visualize the evolutionary properties of inversions is
by an analogy. Consider the parallel between the populations of
inverted and uninverted chromosomes, on the one hand, and a

pair of coexisting biological species on the other. Within each of
the two species, the normal rules of Mendelian inheritance apply.
Between them, though, there is little genetic exchange, save for an
occasional hybridization event (like the rare recombination
between inverted and uninverted chromosomes). Ecological
competition between the two species (like the fitness differences
between the two chromosome forms) can either result in
coexistence of the two species (like a stable polymorphism) or
the replacement of one species by the other (like fixation of the
ancestral or inverted chromosomal form).

How Do Inversions Evolve?

Like other types of mutations, inversions evolve under selection
and random drift. Many inversions, particularly small ones in
intergenic regions, are likely to evolve neutrally (by drift alone).
Selection can result in three ways. Inversions can generate
structural problems with meiosis, as with some pericentric
inversions. Alternatively, a breakpoint can disrupt an open reading
frame or alter gene expression. The consequences can be
deleterious, as in some human genetic diseases [6], but in other
cases could cause an adaptive mutation. Finally, selection can act
on an inversion when it carries one or more selected alleles.

Many pericentric inversions are underdominant (see Box 1),
which poses an evolutionary puzzle. An underdominant inversion
is selected against, so long as it’s rare. Closely related species often
show fixed differences, however, which implies that an inversion
must have nevertheless appeared and spread through one of the
two lineages since their last common ancestor. Some researchers
have invoked drift to resolve this riddle [7,8]. One line of support
for that hypothesis is the observation that annual plants show high
rates of evolution for underdominant chromosomal rearrange-
ments [9,10]. Many annual plants have large demographic
fluctuations and at least occasionally self-fertilize, both of which
dramatically decrease the effective population size and so enhance
the power of drift.

Conversely, inversions can also be overdominant (superior as
heterozygotes) [2]. The genetic basis for overdominance seems not
to have been determined for any inversion. In principle, it could
result from the effects of the breakpoints. Alternatively, it could
result from overdominance at a locus within the inversion if the
one allele is fixed on the ancestral chromosome and the other allele
is fixed on the inverted chromosome. A third hypothesis is
‘‘associative overdominance.’’ This occurs when an inversion
happens to capture one or more deleterious recessive alleles, which
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a large inversion is likely to do [11]. If the inversion is otherwise
selectively favored when rare, it can spread to the point where
recessive homozygotes become frequent enough to offset the initial
advantage. The result is a balanced polymorphism that has the
same evolutionary properties as conventional overdominance.

Some inversions show meiotic drive: the gametes of heterozygotes
carry the inversion more than 50% of the time. Meiotic drive systems

often involve a pair of interacting loci that must be coinherited for
the system to invade a population. An inversion can suppress the
recombination that would otherwise disrupt the drive system, and it
then hitchhikes along as the driving alleles spread [12].

One reason that evolutionary biologists are fascinated by
inversions is that they are highly polymorphic in some species [2].
Polymorphic inversions do not seem to be ancient, at least in flies,
with ages on the order of 106 generations [13]. An intriguing mystery
is why there are huge differences in levels of polymorphism and rates
of fixation for inversions between closely related species and between
chromosomes within a species, for example in Drosophila [4].

Sex Chromosomes

Inversions have played a key role in the evolution of sex
chromosomes. In groups like mammals, the Y chromosome is

Box 1. What are chromosome inversions?

Inversions are a diverse class of chromsomal mutation. The
majority are small (,1KB) [3]. Others, for example the
famous 3RP inversion of Drosophila melanogaster, are
several megabases in size, include several percent of the
entire genome and span hundreds or thousands of genes
[10].
Inversions fall into two classes: pericentric inversions
include a centromere, while paracentric inversions do not.
With pericentric inversions, a single crossover event that
occurs between the breakpoints of a heterozygote
produces unbalanced gametes that carry deletions,
insertions, and either zero or two centromeres. This can
reduce fertility, making the inversions underdominant
(lowered heterozygote fitness). Some pericentric inver-
sions apparently escape fitness costs when heterozygous,
however, perhaps because they somehow suppress
recombination [33]. Although these may represent but a
small fraction of all pericentric inversions that arise by
mutation, they are likely to be greatly enriched among
those that spread to fixation. There are large systematic
differences between taxa in the frequency and severity of
fitness effects. For example, heterozygotes for inversions
seem to show decreased fertility in plants much more
commonly than in animals [10].
By contrast, many of the paracentric inversions segregat-
ing in nature may not suffer from underdominance. This is
likely a major reason why they are orders of magnitude
more common than pericentric inversions, both as
polymorphisms within and fixed differences between
species [33].
Inversions were first seen in the giant salivary chromo-
somes of larval flies, and Diptera remains the group in
which large inversions can be most easily detected.
Chromosome staining techniques are able to visualize
inversions in some other groups, including mammals, but
with much lower resolution (and greater effort). The
presence of an inversion is suggested when a certain cross
consistently shows blocked recombination in part of the
genome, but this observation requires genetic markers
that have been mapped. Sequencing is a third way in
which inversions are detected. The short reads that are
characteristic of current high-throughput sequencing
methods are well-suited to determine if an individual
carries an inversion that has already been characterized by
its breakpoints, but this technology is poor at prospecting
for new inversions.

Figure 2. Schematic showing the suppression of recombination
in an inversion heterozygote. Two loci segregate for the alleles (A,
a) and (B, b). An individual that is heterozygous at both loci and for the
inversion does not produce the recombinant gametes A/b and a/B.
doi:10.1371/journal.pbio.1000501.g002

Figure 1. Chromosome inversions that distinguish humans and
chimpanzees inferred from a comparison of their genomic
sequences [3]. The human chromosome is shown on the left and its
chimpanzee homologue on the right for the autosomes and the two
sex chromosomes (X and Y). Each red line corresponds to an inversion,
with larger inversions (.100 kb) represented by multiple lines.
doi:10.1371/journal.pbio.1000501.g001
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Abstract

Dicentric chromosomes are products of genomic rearrangements that place two centromeres on the same chromosome.
Due to the presence of two primary constrictions, they are inherently unstable and overcome their instability by
epigenetically inactivating and/or deleting one of the two centromeres, thus resulting in functionally monocentric
chromosomes that segregate normally during cell division. Our understanding to date of dicentric chromosome forma-
tion, behavior and fate has been largely inferred from observational studies in plants and humans as well as artificially
produced de novo dicentrics in yeast and in human cells. We investigate the most recent product of a chromosome fusion
event fixed in the human lineage, human chromosome 2, whose stability was acquired by the suppression of one
centromere, resulting in a unique difference in chromosome number between humans (46 chromosomes) and our
most closely related ape relatives (48 chromosomes). Using molecular cytogenetics, sequencing, and comparative se-
quence data, we deeply characterize the relicts of the chromosome 2q ancestral centromere and its flanking regions,
gaining insight into the ancestral organization that can be easily broadened to all acrocentric chromosome centromeres.
Moreover, our analyses offered the opportunity to trace the evolutionary history of rDNA and satellite III sequences
among great apes, thus suggesting a new hypothesis for the preferential inactivation of some human centromeres,
including IIq. Our results suggest two possible centromere inactivation models to explain the evolutionarily stabilization
of human chromosome 2 over the last 5–6 million years. Our results strongly favor centromere excision through a one-
step process.

Key words: dicentric chromosomal stability, satellite III and rDNA evolution, centromere evolution and inactivation.

Introduction

Dicentric chromosomes are the result of genomic rearrange-
ments placing two active centromeres on the same chromo-
some. Although dicentrics can occur between any two
chromosomes, in human they are most frequently generated
by Robertsonian translocations (ROBs). ROBs involve any two
of the ten acrocentric chromosomes (13, 14, 15, 21, and 22),
although rob(13; 14) (75.6%) and rob(14; 21) (9.9%) account
for nearly 86% of dicentric ROBs ascertained from patients
(Page et al. 1996). Moreover, dicentric chromosomes have
been identified in hematological malignancies, including the
recurrent dic(17; 20) (Watson et al. 2000; Patsouris et al. 2002)
and dic(5; 17) (Wang et al. 1997) in myelodysplastic syn-
dromes and acute myeloid leukemia and dic(9; 20)
(Heerema et al. 1996) in acute lymphoblastic leukemia, as
well as a range of other abnormalities.

Although there are cases in human showing that dicentrics
may exist as functionally dicentric chromosomes primarily
due to the short distance between the two centromeres
(Sullivan and Willard 1998; Ewers et al. 2010), the majority
are inherently unstable and they overcome their instability by
epigenetically inactivating one centromere or, alternatively,
by deleting one of the two centromeres, resulting in function-
ally monocentric chromosomes that segregate normally dur-
ing cell division (Sullivan et al. 1994; Sullivan and Schwartz
1995; Page and Shaffer 1998; Stimpson et al. 2012).

Centromere deletion from dicentric chromosomes has
been reported in human, in constitutional dicentric Y
chromosomes (Tyler-Smith et al. 1993), in several hundreds
of dicentrics produced in in vitro assays using human cell
transiently expressing a TRF2-mutated protein (Stimpson
et al. 2010), in cancer (Berger and Busson-Le Coniat 1999;
Andersen and Pedersen-Bjergaard 2000; Andersen et al.
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(see supplementary fig. S2, Supplementary Material online). It
is worth noting that PPY 9 and PPY 13 were heterozygous for
the deletion of both rDNA and satellite III sequences on
chromosome IIq.

Based on these observations, we broadened the investiga-
tion of satellite III distribution to include the other great apes.
Remarkably no traces were detected on gorilla, chimpanzee,
and human IIq homologs. Conversely, chromosome IIp was
positive for the satellite III carrying probe in all examined
species (table 1 and see supplementary fig. S3,
Supplementary Material online).

Sequence-Based Characterization
In agreement with our FISH results, in silico analyses showed
that the investigated area consists of two different regions: a

1.2 Mbp duplicated “A domain” containing the 2qAC region
and a “B domain” (0.9 Mbp) totally devoid of segmental du-
plications in all five examined species (fig. 1). The boundary
between these two domains was located at chr2:132,838,104,
harbored by the fosmid clone ABC8_2139340_H20 (fosmid
clone #37).

Further comparative analyses between the A and B do-
mains were performed. Repeat elements showed enrichment
in the A domain and, in particular, satellite sequences (telo-
meric, acrocentric, and centromeric) were only detected in
this domain (figs. 1 and 3 and see supplementary notes S1,
Supplementary Material online).

Similar to the common repeats, the 23 genes mapping to
this region were asymmetrically distributed between the two
domains with the A domain showing higher gene density

FIG. 2. For every species, probes with the same FISH pattern were grouped and representative results for each class are displayed. In HSA, all fosmids
mapped to chromosome 2, only three of them mapped both on the ancestral centromere (AC) and on the primary constriction of chromosome 2
(HSA red signals). For the other species, we used the chromosome IIq active centromere as a landmark. In PTR and GGO, we were able to group the
FISH results into two classes, since some probes mapped to the p-side of the centromere, whereas others to the q-side. In PPY, we distinguished
four clusters of signals, two for each chromosome arm: we observed distal and proximal signals on both the p- and q-arm. Finally, in MMU we
detected signals only on the p-arm, where the inactivated centromere is located. The active centromere is a neocentromere (NC). The * indicates
that not all probes from #37 to #63 actually mapped on MMU 12.
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SHORT REVIEW

Building divergent body plans with similar
genetic pathways

BJ Swalla1,2,3
1Center for Developmental Biology, Department of Biology, University of Washington, Seattle, WA 98195-1800, USA; 2Friday Harbor
Laboratories, University of Washington, Friday Harbor, WA 98250-9299, USA; 3Smithsonian Marine Station, 701 Seaway Drive, Fort
Pierce, FL 34949-3140, USA

Deuterostome animals exhibit widely divergent body plans.
Echinoderms have either radial or bilateral symmetry,
hemichordates include bilateral enteropneust worms and
colonial pterobranchs, and chordates possess a defined
dorsal–ventral axis imposed on their anterior–posterior axis.
Tunicates are chordates only as larvae, following meta-
morphosis the adults acquire a body plan unique for the
deuterostomes. This paper examines larval and adult body
plans in the deuterostomes and discusses two distinct ways
of evolving divergent body plans. First, echinoderms and
hemichordates have similar feeding larvae, but build a new
adult body within or around their larvae. In hemichordates
and many direct-developing echinoderms, the adult is built
onto the larva, with the larval axes becoming the adult axes
and the larval mouth becoming the adult mouth. In contrast,
indirect-developing echinoderms undergo radical metamor-
phosis where adult axes are not the same as larval axes. A

second way of evolving a divergent body plan is to become
colonial, as seen in hemichordates and tunicates. Early
embryonic development and gastrulation are similar in all
deuterostomes, but, in chordates, the anterior–posterior
axis is established at right angles to the animal–vegetal
axis, in contrast to hemichordates and indirect-developing
echinoderms. Hox gene sequences and anterior–posterior
expression patterns illuminate deuterostome phylogenetic
relationships and the evolution of unique adult body plans
within monophyletic groups. Many genes that are considered
vertebrate ‘mesodermal’ genes, such as nodal and brachyury
T, are likely to ancestrally have been involved in the
formation of the mouth and anus, and later were evolutiona-
rily co-opted into mesoderm during vertebrate development.
Heredity (2006) 97, 235–243. doi:10.1038/sj.hdy.6800872;
published online 26 July 2006

Keywords: chordate evolution; body plans; coloniality; tunicates; hemichordates; evolution and development

Deuterostome phylogenetic relationships

Deuterostome phylogenetic relationships have been
reviewed extensively elsewhere (Schaeffer, 1987; Camer-
on et al, 2000; Bourlat et al, 2003; Smith et al, 2004; Blair
and Hedges, 2005; Zeng and Swalla, 2005; Delsuc et al,
2006) so will be briefly discussed here. Deuterostomes
are monophyletic, and include two great clades: Ambu-
lacraria, which consists of Echinodermata and Hemi-
chordata (Figure 1I; Cameron et al, 2000; Peterson, 2004;
Smith et al, 2004), and Chordata, which consists of
Tunicata, Cephalochordata (lancelets), and Vertebrata
(Figure 1II; Cameron et al, 2000; Zeng and Swalla, 2005).
Xenoturbellida, a potentially new phylum of the Deuter-
ostomia that has been described, is thought to be related
to the Ambulacraria, but the exact placement within the
deuterostomes is not yet clear (Bourlat et al, 2003).

There is a plethora of evidence for echinoderms and
hemichordates as sister groups (Peterson, 2004; Smith
et al, 2004; Zeng and Swalla, 2005), so features that
hemichordates share with chordates were likely to have
been present in the deuterostome ancestor (Gerhart et al,

2005; Rychel et al, 2006). There is both molecular and
morphological evidence that the Ambulacraria are
monophyletic (Cameron et al, 2000; Peterson, 2004; Smith
et al, 2004). Similarities in the larvae of echinoderms and
hemichordates have been noted for years (Figure 2;
Morgan, 1891; Dautov and Nezlin, 1992; Strathmann and
Eernisse, 1994; Nielsen, 1997) and echinoderms and
hemichordates have recently been shown to share motifs
in three posterior Hox genes, Hox 11/13a, 11/13b and 11/
13c, as discussed later (Peterson, 2004). This raises the
interesting question of how the two phyla have such
different adult body plans, when they have such similar
larvae.
Conversely, within chordates, Tunicata is the only

subphylum that is classified by larval, rather than adult
characteristics (Zeng and Swalla, 2005). Tunicates are
monophyletic (Swalla et al, 2000) and have a unique
adult body plan, including the cellulose tunic, as
discussed in Zeng and Swalla (2005). It is difficult to
place tunicates reliably within the deuterostomes, due to
the long branches found for most of their genes (Winchell
et al, 2002; Blair and Hedges, 2005; Zeng and Swalla,
2005). Interestingly, new genome analyses suggest that
tunicates are more related to vertebrates than cephalo-
chordates, but these results could be an artifact of
incomplete data from cephalochordates and hemichor-
dates (Blair and Hedges, 2005; Philippe et al, 2005; Delsuc
et al, 2006). Understanding the position of the tunicates
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spatially defined pattern from anterior to posterior
(Figure 6). In all of the invertebrate deuterostomes there
is a single Hox cluster. In echinoderm and hemichordate
Hox clusters (Martinez et al, 1999; Long et al, 2003), the
posterior Hox genes share motifs, suggesting that they
diverged independently from the posterior Hox genes in
the chordates (Peterson, 2004; Figure 6). In hemichor-
dates, the expression of the Hox genes is in an anterior
to posterior manner, with the anterior genes being
expressed in the proboscis, and the posterior genes
expressed in the postanal tail (Lowe et al, 2003; Figure 6).
The expression of Hox genes in sea urchins initially did
not appear to proceed in a colinear manner during
embryonic development (Popodi et al, 1996; Arenas-
Mena et al, 1998; Martinez et al, 1999). However, recent
studies in a direct developing sea urchin suggest that the
oral–aboral axis of echinoid echinoderms is similar to the
anterior–posterior axis of hemichordates and chordates
(Morris and Byrne, 2005). Furthermore, most of the Hox
genes in the cluster are expressed only during the
development of the adult, and so far only two show
any early larval expression (Arenas-Mena et al, 1998;
Martinez et al, 1999; Morris and Byrne, 2005). For Hox
cluster members 6–11/13, expression is detected during

late larval development in nested domains of the
posterior coeloms; cluster member six is expressed in
the anterior part and 11/13 in the posterior part with the
intervening genes exhibiting overlapping domains (Mar-
tinez et al, 1999). These results suggest that the larvae of
echinoderms and hemichordates may have evolved
secondarily in the Ambulacraria clade of the deutero
stomes. It is interesting that Hox 1, the most anterior Hox
gene, is expressed just after the first gill slit forms in
hemichordates and in vertebrates, suggesting that the
positioning of the gill slits along the anterior–posterior
axis is homologous (Lowe et al, 2003; Gerhart et al, 2005;
Rychel et al, 2006; Figure 6).

Nodal gene expression and left–right
asymmetry

Nodal is a member of the TGFb superfamily of signaling
molecules found in all phyla of deuterostomes, but nodal
has not yet been reported in the Ecdysozoa or Lopho-
trochozoa (Chea et al, 2005). Nodal and the entire nodal
signaling cascade of genes is expressed early during
gastrulation during the formation of mesoderm in

Figure 6 Expression of Hox genes in deuterostomes – the Hox gene cluster is duplicated in vertebrates. There are eight Hox gene clusters in
teleost fishes, showing an additional duplication from the four Hox gene clusters found in the tetrapod vertebrates. In contrast, the
invertebrate deuterostomes each have a single cluster. Ascidians lack some of the middle Hox genes, and the cluster is broken up onto two
chromosomes. Echinoderms and hemichordates share an independent duplication of the posterior genes, called Hox 11/13a, Hox 11/13b and
Hox 11/13c. Hemichordates show anterior to posterior expression in the ectoderm, which will produce a nerve net later in development.
Echinoderms show adult expression in the nerve ring with the oral side corresponding to anterior in chordates and hemichordates.

Evolution of divergent body plans
BJ Swalla

239

Heredity



ARTICLE

Hox and Wnt pattern the primary body axis of an
anthozoan cnidarian before gastrulation
Timothy Q. DuBuc1, Thomas B. Stephenson2, Amber Q. Rock2 & Mark Q. Martindale 2

Hox gene transcription factors are important regulators of positional identity along the

anterior–posterior axis in bilaterian animals. Cnidarians (e.g., sea anemones, corals, and

hydroids) are the sister group to the Bilateria and possess genes related to both anterior and

central/posterior class Hox genes. Here we report a previously unrecognized domain of Hox

expression in the starlet sea anemone, Nematostella vectensis, beginning at early blastula

stages. We explore the relationship of two opposing Hox genes (NvAx6/NvAx1) expressed on

each side of the blastula during early development. Functional perturbation reveals that

NvAx6 and NvAx1 not only regulate their respective expression domains, but also interact

with Wnt genes to pattern the entire oral–aboral axis. These findings suggest an ancient link

between Hox/Wnt patterning during axis formation and indicate that oral–aboral domains are

likely established during blastula formation in anthozoan cnidarians.
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Two zones of spatial activation were found, with genes being
expressed in oral (NvAx6, NvAx6a, NvEve, NvAx7,) or aboral
(NvAx1, NvAx8) domains before and during early gastrulation
prior to any asymmetries along the directive axis (Fig. 2b).
Notably, NvAx6 and NvAx1 were the first to be detected by in situ
hybridization, occupying complimentary oral and aboral domains
during early blastula formation (12hpf) (Fig. 2c). NvHlxB9 and
NvEve are expressed along the oral pole of the animal during early
gastrulation35, and in agreement with the qPCR analysis (Fig. 2b),
the NvHox genes appear to be expressed along a similar temporal
timeline. Respective oral and aboral expression of NvAx6 and
NvAx1 continues through the blastula to gastrula transition. At
this stage NvAx6 is initially expressed at the site of gastrulation
(animal pole) in the presumptive endomesoderm before becom-
ing restricted to the pharyngeal endoderm (Fig. 3a–e) associated
with the pharyngeal nerve ring15,20. Conversely, NvAx1 maintains
a broad aboral expression domain throughout blastula and
gastrula stages before becoming refined to the most aboral
domain of the apical tuft region during early planula stages
(Fig. 3f–j). The broad complimentary expression domains of the
orally expressed anterior Hox gene NvAx6 and aborally expressed
NvAx1 genes during blastula stages suggests they may play an
important role in oral–aboral patterning during early
development.

Unequal opposing role of Hox genes in oral–aboral patterning.
NvAx6 and NvAx1 are expressed in opposite territories
throughout development and their function was manipulated by
microinjection of mRNA or antisense oligonucleotides into
uncleaved zygotes. Knockdown of the orally expressed anterior

Hox gene, NvAx6, results in embryos that have defective gas-
trulation, compared with controls (Fig. 3k), and only initially
form an inner endomesodermal plate (Fig. 3l). Overexpression of
the aborally expressed Hox gene, NvAx1, by mRNA microinjec-
tion, results in a loss of gastrulation (Fig. 3m). Overexpression of
the anterior Hox gene NvAx6 or morpholino knockdown of
NvAx1, each interfere with pharyngeal development and produce
external tissue with a pronounced asymmetry at the blastopore
that fails to invaginate (Fig. 3n, o). At early gastrula stages
(24hpf), knockdown of the orally expressed Hox gene, NvAx6,
and the aborally expressed Hox gene, NvAx1, caused an expan-
sion of NxAx1 and NvAx6 expression respectively (Fig. 3p–q, s, t).
However, overexpression of the anterior Hox gene NvAx6 exhibits
only a slight expansion of NvAx1 expression (Fig. 3u). Con-
versely, overexpression of aboral Hox gene, NvAx1, completely
abolishes NvAx6 expression at the oral pole (Fig. 3r) and inhibits
oral development (Fig. 3m). This suggests that NvAx6 and NvAx1
maintain respective oral and aboral expression domains through
antagonism, but that NvAx1 appears to have functional dom-
inance over NvAx6, or that other factors contribute to the lack of
antagonism in NvAx6 overexpression experiments (Fig. 3u).

The morphological changes found during early development
and gastrulation are consistent with phenotypes identified during
larval and polyp formation (Fig. 4). Three days after injection,
ectopic tissue around the larval mouth is still present in animals
with overexpression of NvAx6, where overexpression of NvAx1
inhibits larval development (Fig. 4a–c). The aboral sensory apical
tuft is only affected by overexpression or knockdown of NvAx1
(Fig. 4d–h). Finally, overexpression of NvAx6 results in ectopic
tissue also in the juvenile polyp, consistent with expansion of oral
territories created during gastrulation. NvAx1 overexpression
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Fig. 1 Anterior–posterior patterning and the emergence of a Hox cluster. a Bilaterians are classically defined by an anterior–posterior axis perpendicular to
the dorsal ventral axis. Cnidarians are the sister taxa to bilaterians and are the only basal lineage to have a diverse cluster of Hox genes. b The common
ancestor of the deuterostome lineage likely had a Hox cluster consisting of 14–15 Hox genes, closely associated with the homeobox gene Eve18. c Evidence
from the protostome, Tribolium castaneum, suggests that the protostome ancestor also had an intact Hox cluster consisting of at least 10 linked Hox
genes17,70. d The cnidarian ancestor had both anterior (Hox1 and Hox2) and central/posterior (Hox9–13) class Hox genes22. e The Hox complement of the
anthozoan cnidarian, Nematostella vectensis, has phylogenetically anterior (NvAx6, NvAx6a, NvAx7, and NvAx8) and central/posterior (NvAx1 and NvAx1a)
Hox genes14,15. Depiction of Hox expression along the oral–aboral axis of a cnidarian, and the anterior–posterior axis of invertebrates and vertebrates. The
anterior (NvAx6) and central/posterior (NvAx1) Hox genes of Nematostella are expressed along the oral–aboral axis during larval development. Regions of
anterior, central, and posterior Hox expression are designated with shades of red, green, and blue, respectively. Asterisk indicates site of mouth formation
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Abstract: MADS-domain transcription factors are involved in the control of a multitude of processes
in eukaryotes, and in plants, they play particularly important roles during reproductive development.
Among the members of this large family of regulatory proteins are the floral organ identity factors,
which specify the identities of the different types of floral organs in a combinatorial manner. Much has
been learned over the past three decades about the function of these master regulators. For example,
it has been shown that they have similar DNA-binding activities and that their genome-wide binding
patterns exhibit large overlaps. At the same time, it appears that only a minority of binding events
lead to changes in gene expression and that the different floral organ identity factors have distinct
sets of target genes. Thus, binding of these transcription factors to the promoters of target genes
alone may not be sufficient for their regulation. How these master regulators achieve specificity in a
developmental context is currently not well understood. Here, we review what is known about their
activities and highlight open questions that need to be addressed to gain more detailed insights into
the molecular mechanisms underlying their functions. We discuss evidence for the involvement of
cofactors as well as the results from studies on transcription factors in animals that may be instructive
for a better understanding of how the floral organ identity factors achieve regulatory specificity.

Keywords: flower development; organ specification; Arabidopsis; MADS-domain protein; transcription
factor specificity

1. Introduction
Flowers contain the reproductive organs of angiosperms, the largest group of land

plants. They produce much of the food humans and their livestock consume and are there-
fore pivotal for agriculture and the economy. Early genetic analyses of flower development
led to the formulation of the ABC model of floral organ identity specification [1,2]. This
model posits that a small number of floral homeotic genes act in a combinatorial manner to
specify the four different types of floral organs (i.e., sepals, petals, stamens, and carpels).
Specifically, according to the ABC model, the formation of sepals is controlled by A-class
genes, petal development by the combined activities of A- and B-class genes; stamen for-
mation by B- and C-class genes, and carpel development by C-class gene activity alone.
Over the past 30 years, the central tenets of this model have been confirmed in diverse
angiosperms. However, the model has also been expanded to incorporate D-class genes,
which are involved in specifying ovule identity, and E-class genes, which are required for
the activities of the A-, B-, C-, and D-class genes [2,3] (Figure 1).

Molecular cloning of the floral homeotic genes showed that most of them encode mem-
bers of the family of MADS-domain transcription factors (named after four of the first family
members identified, namely MCM1 from the yeast Saccharomyces cerevisiae, AGAMOUS
from the plant Arabidopsis thaliana, DEFICIENS from the plant Antirrhinum majus, and
SERUM RESPONSE FACTOR from the human Homo sapiens). The MADS-domain pro-
tein family is much enlarged in land plants relative to other eukaryotes (with more than
100 members in Arabidopsis [4]) and comprises many key regulators of reproductive de-
velopment involved not only in floral organ specification and development but also in
processes such as flowering time control and fruit formation [5].
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Figure 1. The ABCDE model of floral organ identity specification. The identity of the different floral
organs is specified by the combinatorial activity of A-, B-, C-, D-, and E-class genes (as indicated).
The MADS-domain transcription factors encoded by these genes act together in different tetrameric
complexes (‘quartets’) to control the developmental programs needed for the formation of sepals,
petals, stamens, carpels, and ovules. Colors indicate the composition of the different MADS-domain
protein quartets. Figure created with BioRender.com.

Transgenic and mutant studies have shown that the transcription factors encoded
by the floral homeotic genes are necessary and sufficient to define the identity of lateral
organs as specific floral organs (summarized in [6,7]). Furthermore, gene perturbation
experiments showed that these floral organ identity factors not only mediate floral organ
specification at the earliest stages of flower development but are required throughout most
of floral morphogenesis to control organ growth and differentiation [8–13]. This finding
is in agreement with the prolonged expression of the corresponding genes during flower
development [14]. Though initially thought to act as homodimers or as heterodimers in
specific combinations [15], it was later predicted and shown that the floral organ identity
factors can form tetramers to give rise to different regulatory complexes that mediate the
specification of the different floral organ types [16–19] (Figure 1). It is currently unknown
whether the formation of tetramers is necessary for floral organ identity factor function or
whether dimers are sufficient for the regulation of at least some target genes. However,
it has been shown recently that in Arabidopsis, tetramerization of the C-class factor AG-
AMOUS (AG) and the E-class factor SEPALLATA3 (SEP3) is required for the control of
floral meristem determinacy [20], suggesting that tetramers of floral organ identity factors
may carry out most, if not all, of their functions. The molecular mechanism(s) underlying
the activities of these complexes are, however, still not well understood. Here, we review
what is known about how floral organ identity factors control flower development. We
focus especially on the question of how these closely related transcription factors achieve
regulatory specificity. We argue that this specificity is most likely conferred by a combi-
nation of different mechanisms, similar to what has been suggested for other important
developmental regulators such as Hox proteins in animals.

2. DNA-Binding Preferences as a Determinant of Specificity
It has been shown that homo- and heterodimers of MADS-domain transcription

factors bind to so-called CArG-box sequences (consensus: 50-CC-(A/T)6-GG-30) and that
their preferences for and affinities to individual CArG-box motifs vary depending on the
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divisions of the apical initials. Is this an 
ancestral auxin-mediated mechanism 
or did it evolve independently? Could 
mechanics have perhaps been a crude 
ancestral mechanism that predated 
auxin-dependent patterning? What 
about phyllotactic patterns in fl owers? 
Phyllotaxis reaches its greatest diversity 
in the fl ower, where it is obviously related 
to different reproductive strategies. How 
do regulatory mechanisms of phyllotaxis 
interact with the extremely well-studied 
fl oral organ identity determinants? It 
is not that we have run out of basic 
questions to be asked in model plants; 
instead, there is a world of diversity 
waiting to be explored.
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The ABC model of 
fl oral development

Vivian Irish

Flowers are organized into concentric 
whorls of sepals, petals, stamens 
and carpels, with each of these fl oral 
organ types having a unique role in 
reproduction (Figure 1). Sepals enclose 
and protect the fl ower bud, while 
petals can be large and showy so as to 
attract pollinators (or people!). Stamens 
produce pollen grains that contain male 
gametes, while the carpels contain 
the ovules that when fertilized will 
produce the seeds. While the size, 
shape, number and elaboration of 
each of these organ types can be quite 

Primer different, the same general organization 
of four fl oral organ types arranged in 
concentric whorls exists across all 
fl owering plant (angiosperm) species. 
As I shall explain in this Primer, the 
‘ABC model’ is a simple and satisfying 
explanation for how this conserved 
fl oral architecture is genetically 
specifi ed.

What is the ABC model?
The ABC model was fi rst explicitly 
articulated in 1991, in a seminal paper 
by Enrico Coen and Elliot Meyerowitz. 
Although homeotic mutations affecting 
fl oral organ identity had been known 
for centuries, it was the systematic 
analyses of these mutations, and of the 
phenotypes produced by double and 
triple mutants, that proved to be critical 
in developing the ABC model. Building 
on previous genetic analyses in two 
different species, Antirrhinum majus 
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Figure 1. The ABC model.
Wild type Arabidopsis fl ower (A), color coded in (B) to demarcate the sepals (red), petals (purple), 
stamens (green) and carpels (yellow). (C) A cartoon version of an Arabidopsis fl ower, with the 
domains of ABC gene function shown below. The function of A alone specifi es sepal identity 
(red) in the fi rst whorl, while a combination of A (red) + B (blue) function specifi es petal identity 
(purple) in the second whorl. The combination of B (blue) + C (yellow) function specifi es stamen 
identity (green) in the third whorl, while C function alone specifi es carpels (yellow) in the fourth 
whorl. (D–F) How the ABC model explains different mutant phenotypes. (D) The elimination of 
A function results in fl owers composed of carpels in the fi rst whorl, stamens in the second and 
third whorls, and carpels in the fourth whorl; the lack of A function in the fi rst two whorls results 
in ectopic expression of C function in those regions. (E) A fl ower lacking B function consists of 
sepals in the fi rst and second whorls and carpels in the third and fourth whorls. (F) A fl ower lack-
ing C function consists of sepals in the fi rst whorl, petals in the second and third whorls, and 
sepals in the fourth whorl. 
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head, fi ne tuning the output of these 
developmental pathways in each fl ower 
type.

Cultivated roses have many extra 
whorls of petals while tulips lack 
obvious sepals (Figure 3). Both of these 
examples can be explained by simple 
shifts in the patterns of expression 
of ABC genes. Roses have been 
cultivated for millennia, and ‘double 
fl owered’ forms with many extra petals 
were selected for independently in 
Europe and China. Both European and 
Chinese double fl owered rose cultivars 
display a signifi cant contraction in 
the domain of C gene expression, 
allowing for a much larger domain 
of A+B expression and concomitant 
extra petals. Tulips, on the other 
hand, display an outward shift in 
the expression of the B class genes, 
resulting in petal-like organs developing 
in the fi rst whorl. The dramatic forms 

turning off the expression of different 
panoplies of genes.

Surprisingly little is known of the 
genes and processes regulated by 
the ABC gene products. Systematic 
searches for targets of ABC gene 
activity have relied on genome-wide 
surveys to identify DNA sequences 
bound by ABC proteins. Thousands 
of such sites have been identifi ed 
in the Arabidopsis genome, but 
comparatively few of these sites 
have been independently validated. 
Identifi cation of transcripts whose 
levels are altered in the presence or 
absence of the ABC proteins has 
also yielded a number of potential 
candidate target genes. These 
targets include genes encoding other 
transcription factors, genes required 
for hormone synthesis or response, 
and genes necessary to modulate 
cell growth, cell division or cell-type 
differentiation.

Despite these riches, few guiding 
principles have emerged as to how 
the ABC proteins actually specify the 
different organ types. We do know, 
for instance, that the B proteins 
control cell division genes that act to 
shape the petal; that petal epidermal 
cells are sculpted in part by genes 
that are turned on in response to B 
gene activity; and that Arabidopsis 
petals are white because B protein 
function results in the downregulation 
of photosynthetic gene expression. 
To what extent, though, are the 
Arabidopsis ABC proteins regulating 
similar or different sets of target genes 
as compared, for instance, to those 
of snapdragon? We are still far from 
understanding the intricacies of these 
regulatory interactions, the extent to 
which they are conserved, and the 
many players involved.

What about daisies, roses or tulips?
Much of the recent experimental work 
has focused on Arabidopsis and its 
unprepossessing small fl owers. Many 
fl owers are quite dramatic, though, 
with eye-catching colors and elaborate 
shapes. To what extent does the ABC 
model apply when considering the 
exquisite variation seen in the fl owers 
of the other 350,000 fl owering plant 
species?

Daisies, and their close relatives 
the dandelions and sunfl owers, have 
a compact head that is actually 

composed of many small fl owers 
(Figure 3). The entire head gives the 
impression of one large fl ower, the 
better to attract insect pollinators. The 
outermost marginal fl owers, or ‘ray’ 
fl owers, are asymmetrically shaped, 
with one extremely enlarged petal 
and non-functional stamens that do 
not develop beyond a rudimentary 
stage. The inner ‘disc’ fl owers have 
considerably reduced petals, but 
do possess functional stamens and 
carpels. Despite these morphological 
variations, ABC genes have been 
identifi ed and shown to function 
within each tiny daisy fl ower in a very 
similar manner to their Arabidopsis 
counterparts. The differences in how 
the ABC program plays out in ray 
versus disc fl owers appears to depend 
on the interaction of the ABC proteins 
with other MADS box proteins whose 
expression is graded across the fl ower 
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Figure 3. Variations on the ABC theme.
(A) Ox-eye Daisy (Leucanthemum vulgare) showing the marginal ray fl owers and the central 
disc fl owers; despite the different morphologies of each fl ower type, the organization of each 
can be explained by the ABC model (illustrated below). (B) Rose (Rosa spp.) with multiple 
whorls of petals that correspond to an expansion of A + B gene activities (below). (C) Tulip 
(Tulipa gesneriana) with sepal-like organs in the fi rst and second whorls; this can be explained 
by a shift in the domain of B gene function (below). (D) Columbine (Aquilegia formosa) fl owers 
contain stamenodia, a novel organ type situated between the stamens and the carpels. (E) 
Flowering dogwood (Cornus fl orida) possesses small greenish fl owers surrounded by four 
large, showy petaloid bracts. (F) A female pine cone (Pinus strobus). (All images in Figure 3 
from Wikimedia commons.)
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ABSTRACT

The RNA world hypothesis refers to the early pe-
riod on earth in which RNA was central in assur-
ing both genetic continuity and catalysis. The end
of this era coincided with the development of the ge-
netic code and protein synthesis, symbolized by the
apparition of the first non-random messenger RNA
(mRNA). Modern transfer-messenger RNA (tmRNA)
is a unique hybrid molecule which has the proper-
ties of both mRNA and transfer RNA (tRNA). It acts
as a key molecule during trans-translation, a major
quality control pathway of modern bacterial protein
synthesis. tmRNA shares many common character-
istics with ancestral RNA. Here, we present a model
in which proto-tmRNAs were the first molecules on
earth to support non-random protein synthesis, ex-
plaining the emergence of early genetic code. In this
way, proto-tmRNA could be the missing link between
the first mRNA and tRNA molecules and modern
ribosome-mediated protein synthesis.

INTRODUCTION

The RNA world hypothesis was !rst proposed over forty
years ago as a major and early step in the evolution of life,
at a time when there was no protein synthesis mechanism
as it exists now (1–3). The theory is based on the capac-
ity of RNA to simultaneously catalyze enzymatic reactions
and store genetic information, as now done by proteins
and DNA, respectively. RNA’s intrinsic weaknesses support
such a slow shift to modern molecular biology, in which ge-
netic information passes from DNA to RNA and possibly
to proteins. Indeed, despite the versatility of RNA, DNA
has a higher molecular stability for carrying genetic infor-
mation, and proteins have higher catalytic abilities. At some
point during the RNA world, an evolutionary leap took

place between the !rst system able to replicate molecules
responsible for biochemical reactions (i.e. self-replicating
RNA), and the cell that replicates a whole genome encoding
for these biochemical activities. This evolutionary leap was
embodied by the emergence of non-random coding RNA,
which served as the !rst medium for genetic information.
From there, RNA and peptides had to co-evolve through a
ribonucleoprotein (RNP) world (Figure 1). This step would
have been fundamental for the development of the code of
life. At that time (Figure 1, red star), the world must have
consisted of: a network of small RNAs suf!ciently evolved
as to have different catalytic and self-replicating properties;
some primitive amino acids such as alanine, glycine, and as-
partic acid; and the minimal prerequisites for translation,
such as the !rst proto-ribosomes. Coding RNA may then
have evolved to become non-random and speci!cally rec-
ognized as messenger RNA rather than another RNA type.
The evolution of the translation mechanism will have been
the result of ’molecular Darwinism’, or in other words a
random phenomenon leading progressively to a selective
advantage.

Many molecular fossils of the RNA world are still present
and even active in modern organisms. Candidates must be
either catalytic, ubiquitous, and/or central to some aspect
of metabolism (4). Transfer-messenger RNA (tmRNA) is a
hybrid molecule present in all bacteria. It exhibits proper-
ties of both transfer and messenger RNA, and permits the
rescue of ribosomes arrested during translation. So not only
does tmRNA play a key cellular role in modern bacteria, but
in a single molecule it also has two major and ancient func-
tions that were necessary for the transition from an RNA
world to the modern protein synthesis pathways.

ORIGINS OF THE GENETIC CODE

The genetic code is the set of rules by which the informa-
tion encoded within DNA and messenger RNA (mRNA)
is translated into proteins. The information is contained in
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Figure 2. Theory of the genetic code evolution. This shows the evolutionary pathway going from the GNC code (4 codons) to the SNS code (16 codons) to
the universal genetic code (64 codons). (A) Adapted from Massimo Di Giulio (72). (B) Adapted from Kenji Ikehara (10). (C) Instead of the conventional
representation, the modern genetic code is shown re!ecting the order of codon occurrence (columns G and U inverted).

tifs forming a pocket. This form evolved because it offers the
best substrate orientation for peptide bond catalysis. The
PTC is currently considered to be the "rst proto-ribosome
dating from the RNA world (14–16).

ORIGINS OF TRANSFER RNA: BRIDGING TWO GE-
NETIC CODES

Transfer RNA (tRNA) molecules have a major role to link
the genetic information carried by mRNA codons and the
corresponding amino acids necessary for protein synthesis.
Because of their central role, tRNA have two distinct char-
acteristics corresponding to two different genetic codes (17).
First, a tRNA carries the anticodon, a speci"c nucleotide
triplet which corresponds to the mRNA codon. Secondly,
each tRNA also binds with high speci"city to the amino
acid corresponding to its anticodon, in a reaction catalyzed
by a speci"c aminoacyl-tRNA synthetase (aaRS). In this
sense, tRNA is a key molecule for combining ribonucleotide

information (ancient RNA world) and peptide information
(modern protein world). The speci"c attachment of a par-
ticular amino acid to its corresponding tRNA is referred
to as the ’second genetic code’. In fact, this second code
must have appeared "rst (17) then evolved together with the
aminoacyl-tRNA synthetases, a family of enzymes believed
to be among the oldest proteins on earth (18). Today, aaRS
discriminates between different tRNAs by recognizing ele-
ments in both the anticodon loop and acceptor stem of the
RNA (19). The tRNA molecule is present in all organisms
and its secondary structure is among the most evolutionar-
ily conserved. Consequently, it is commonly accepted that at
least from the Last Universal Common Ancestor (LUCA),
its origin is monophyletic.

Several models propose explanations for the molecular
mechanisms leading to the formation of modern tRNA
(Figure 3). Ancestral tRNA could have been encoded by
split genes, which later were merged to encode modern
tRNA (Figure 3A) (20). Modern tRNAs could instead be
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the ancestral neurotoxic venom activity
that has been retained and is utilised in so
manyof their counterparts?Dowellet al. [2]
suggest that this loss of neurotoxicity is
likely adaptive, and that dietary variation
and/or predator–prey interactions might
be responsible for driving the observed
genotypic variation. This is not an
unreasonable assumption given prior
reports of correlations between diet and
venom composition [1,19] and evidence of
prey (and some predator) species
developing strong resistance to viperid
venoms [20]. Future comparative research
incorporating both natural history
information on prey composition and
experimental evidenceof venomtoxicity to
different prey items would likely reveal the
adaptive basis for such divergent venom
phenotypes.
In summary, venoms are complex

cocktails, and their composition and
therefore bioactivity is underpinned by
seemingly complex and variable
interactions between genes, their
expression, their translationand their post-
translational modification. Evidence that
the loss of genes also has a strong
influence on shaping venom phenotypes
further reinforces the value of using animal
venom systems to understand adaptation
in the natural world.
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Cook, D.A.N., Bolton, F.M.S., King, S.I., Pla,
D., Sanz, L., Calvete, J.J., and Harrison, R.A.
(2014). Medically important differences in
snake venom composition are dictated by
distinct postgenomic mechanisms. Proc. Natl.
Acad. Sci. USA 111, 9205–9210.

8. Rokyta, D.R., Margres, M.J., and Calvin, K.
(2015). Post-transcriptional mechanisms
contribute little to phenotypic variation in
snake venoms. G3 (Bethesda) 5, 2375–2382.
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The genetic code is not quite universal. The rare variations that we know
of reveal selective pressures on the code and on the translation
machinery. New data suggest the code changes through ambiguous
intermediates and that termination is context dependent.

We often hear in the scientific and even
popular press that the ‘genetic code’ of
some organism has been ‘cracked’ by

genomics, which is of course total
nonsense. The genetic code is not the
nucleotide sequence of the genome, but
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rather the set of rules by which those
nucleotides are translated into amino
acids and by extension genes into
proteins. The code is actually closer to a
cipher than a code, and individual species
do not have a unique genetic code to be
cracked; indeed one of the interesting
characteristics of the code is that nearly
all life shares exactly the same one, once
called the ‘universal genetic code’ [1].
Understanding how this code originated
and how it affects the molecular biology
and evolution of life today are challenging
problems, in part because it is so highly
conserved —without variation to observe
it is difficult to dissect the functional
implications of different aspects of a
character. But the universal code is not
quite universal — it is perhaps the most
conserved feature of molecular biology,
but even still some variants do exist (for
which reason I prefer the term ‘canonical’
over ‘universal’). The nature of these
non-canonical codes, as well as their
distribution on the tree of life, give us a
few insights into how translation may
have originated, deep differences
between translation systems in use
today, and what forces keep the
code so conserved. In a recent issue of

Current Biology, Zahonova et al. [2]
describe the latest such variant,
discovered in a trypanosomatid (protist)
symbiont of an insect by fossicking
through symbiont sequences
‘contaminating’ the insect’s
transcriptome. This non-canonical code
is not only new and different, but also
special because it may provide a glimpse
into the intermediate stages of one of the
rarest of changes in biology.
The genetic code is a concept that

captured the imaginations and drove
much of the research of the first molecular
biologists; almost immediately after the
description of the double helix some very
elegant models for how 4 ‘letters’ of DNA
could encode 20 letters of protein were
proposed [3]. It is tempting to think that a
system so central to life should be
elegant, but of course that’s not how
evolution works; the genetic codewas not
designed by clever scientists, but rather
built through a series of contingencies.
The ‘frozen accident’, as it was described
by Crick [4], that ultimately emerged is
certainly non-random, but is more of a
mishmash than an elegant plan, which led
to new ideas about how the code may
have evolved in a series of steps from

simpler codes with fewer amino acids. So
the code was not always thus, but once it
was established before the last universal
common ancestor of all extant life (LUCA)
it has remained under very powerful
selective constraints that kept the code
frozen in nearly all genomes that
subsequently diversified.
The phylogenetic distribution of the few

known non-canonical codes (Figure 1)
reveals some of these constraints. For
one, variations in prokaryotic genomes
are rare except in the proteobacteria-
derived genomes of mitochondria, where
the universal code is almost never used.
This contrasts with almost no known
changes in the cyanobacteria-derived
plastids, which may reflect deeper
differences in the way mitochondrial
genomes evolve, perhaps rooted in a high
rate of substitution. In nuclear genomes,
variants are also rare, but as protist
genome diversity is explored the number
of cases is expanding. One interesting
pattern to emerge is that the frequency of
different kinds of changes in nuclear
genomes is different from those of
mitochondria and bacteria (the most
obvious being the prevalence of UAR=Q
versus UGA=W, respectively). Once
again, this likely reflects a fundamental
difference in their genomes, in this case
the underlying translation systems (amino
acyl tRNA syntheses and termination
factors).
Despite their differences, all genetic

systems share one significant bias: the
vast majority of changes to the code we
presently know of involve termination or
stop codons being reassigned to encode
an amino acid. This may be a true
reflection of natural diversity of the code,
because stop codons are by definition
rare (only one of three possibilities
appearing per gene, whereas even rare
amino acids are typically found many
times) and the fidelity of termination is
potentially less critical than other possible
changes. These characteristics may
render such changes more statistically
probable, less likely to be deleterious, or
both. However, most non-canonical
genetic codes are inferred from DNA
sequence alone, or occasionally DNA
sequences and corresponding tRNAs.
Because the code governs the translation
of nucleotide to amino acid sequences, a
code can in principle only be confirmed
when both the gene and protein
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Figure 1. Variation in the genetic code.
Schematic tree of life showing known variations in the genetic code within the three domains of life —
Archaea, eukaryotes, and Bacteria (including mitochondria and plastids). Alternative start codons are
not included, and are relatively common, and ambiguous codons are listed by their non-canonical
codon use only. Of particular note is the strong bias in changes between bacterial (UGA=W) and
nuclear genomes (UAR=Q).
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Psuedogenes



Annotation of a region as pseudogenic is 
largely sufficient for it to be excluded from 
functional consideration. Thus, the correct 
differentiation of gene from pseudogene is  
of crucial importance in genome biology.

Pseudogenes in eukaryotic genomes 
are identified by computational pipelines 
and manual annotation5. Pseudogenes are 
first identified by searches for sequences 
similar to known genes22,23. The absence 
of introns, the occurrence of truncations 
and disruptions to the open reading 
frame relative to the parent gene are the 
primary characteristics used to identify 
pseudogenes20. Different laboratory groups 
use various combinations of characteristics 
to identify putative pseudogenes20,24. 
Importantly, the absence of introns and the 
absence of strong evidence of transcription 
are sufficient to identify a processed 
pseudogene. Additionally, some processed 
pseudogenes do not harbour truncating 
mutations and have the same protein-coding 
capacity as their parent genes8,25. Indeed, 

8.9% of recognized human protein-coding 
genes do not contain introns and are likely 
to be derived from retrotransposition26. 
Thus, computational differentiation of 
pseudogenes from genes on a purely  
rule-based system is unlikely to be feasible 
as it will inherently conflict with many 
protein-coding genes derived through 
gene duplication and retrotransposition. 
Accordingly, untruncated pseudogenes 
are often manually reannotated as 
protein-coding genes if they have 
demonstrated function (for example, PGK2, 
POU5F1B and NANOGP8)5.

Determination of the ratio of rates 
of non-synonymous substitutions to 
synonymous substitutions (Ka/Ks)27 for 
pseudogenes is a proposed mechanism 
for assessing the coding potential of 
putative pseudogenes20. Ratios substantially 
divergent from 1 can be an indication 
of purifying selection (Ka/Ks << 1) or 
positive selection (Ka/Ks >> 1). However, 
this approach is uninformative for recently 

duplicated pseudogenes, which have not  
had sufficient time to diverge from their 
parental genes, and for pseudogenes  
that are translated in different reading 
frames than their parent genes due to 
frameshifting insertions or deletions 
(indels) or 5′ truncations. Evidence of 
transcription could be a useful metric to 
identify protein-coding genes with intact 
open reading frames incorrectly annotated 
as processed pseudogenes. However, 
determining the transcriptional state of 
pseudogenes is technically challenging,  
as will be discussed later. Therefore, we 
suggest that it may be useful to consider  
the annotation of pseudogenes in genomes 
as a prediction or a hypothesis rather 
than a classification. As discussed further 
below, the inherent semantic contradiction 
that arises when a pseudogene is found to 
have biological function raises the notion 
that the term pseudogene should be  
reserved for gene copies that have been 
empirically demonstrated to be defective 
rather than indicated by algorithmic 
prediction alone.

Functional pseudogenes
Where pseudogenes have been studied 
directly they are often found to have 
quantifiable biological roles (TABLE 1). 
Poignantly, a 5S ribosomal RNA 
pseudogene, similar to the first description 
of a pseudogene discussed above1, was 
recently demonstrated in humans to  
induce an innate immune response  
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mRNA
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a  Processed pseudogenes b  Unprocessed pseudogenes
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Promoter
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Fig. 1 | Major classes of eukaryotic pseudogenes. a | Processed pseudogenes arise from the reverse transcription and integration of a processed mRNA. 
b | Unprocessed pseudogenes originate from gene duplications that accumulate mutations, preventing their translation. c | Unitary pseudogenes are 
derived without duplication from an ancestral protein-coding gene that has lost protein-coding potential. d | Polymorphic pseudogenes are sequences 
that have disabling mutations in the reference genome, but are intact in other non-reference genomes.

Glossary

Expressed sequence tags
(ESTs). Short fragmented sequences of cDNAs.  
Mapping ESTs identifies transcribed genes.

Non- synonymous substitutions
Nucleotide substitutions that change the encoded 
amino acid sequence.

Positive selection
Selection for alleles that increase fitness. Positive 
selection results in shifts of the allele frequency.

Purifying selection
Selection against alleles that are deleterious to fitness. 
Purifying selection maintains the amino acid sequence.

Retrotransposition
Insertion of a sequence into the genome via the reverse 
transcription and integration of an RNA intermediate.

Synonymous substitutions
Nucleotide substitutions that do not change the 
encoded amino acid sequence.
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The term ‘pseudogene’ was first used in 
1977 by Jacq et al.1 to describe a truncated 
5S ribosomal RNA gene in Xenopus 
laevis, and similarly truncated gene copies 
have since been found to be a common 
feature in 5S RNA gene repeat regions in 
metazoans2. In the absence of evidence 
that the 5S pseudogenes were transcribed, 
Jacq et al. concluded that the most 
probable explanation for the existence of 
the pseudogenes is that they are a relic 
of evolution and are functionless1.

Since the coining of the term pseudogene, 
its definition has broadened and is now 
widely accepted to define any genomic 
sequence that is similar to another gene and 
is defective3. Pseudogenes are classified by 
their mechanisms of origin. The two major 
classes are processed pseudogenes, derived 
from retrotransposition of processed mRNAs4 
(FIG. 1a), and unprocessed pseudogenes, 
derived from segmental duplication (FIG. 1b). 
Unitary pseudogenes are a minor third 
class that are formed without duplication, 
when a single original gene is inactivated 
through mutation such that no functional 
copy of the gene remains (FIG. 1c). A fourth 
class of rare pseudogenes are those that have 

result, pseudogene-annotated regions are 
largely excluded from functional screens 
and genomic analyses17–19. Therefore, 
the process of pseudogene annotation is 
paramount in the consideration of which 
genomic elements are assessed for biological 
impact. However, with a growing number 
of instances of pseudogene-annotated 
regions later found to exhibit biological 
function, there is an emerging risk that 
these regions of the genome are prematurely 
dismissed as pseudogenic and therefore 
regarded as void of function. Due to the 
recent maturation of several enabling 
technologies, we propose that the time 
is opportune for a re-evaluation of the 
functions of pseudogene-annotated regions. 
The advent of long-read transcriptomics 
enables the identification of dynamically 
active pseudogenes, and whole-genome 
sequencing of large cohorts enables 
the identification of disease-associated 
pseudogenes. Additionally, the CRISPR–
Cas9 revolution allows straightforward 
interrogation of pseudogene functions.

In this Perspective article, we 
systematically assess the process of 
pseudogene annotation and highlight 
the assumptions and limitations that are 
implicit in classification algorithms. We 
provide a critical analysis of the pitfalls 
of current approaches to annotating 
pseudogenes and describe how 
methodological limitations and largely 
arbitrarily defined assumptions have 
inhibited research in pseudogene-annotated 
regions of the genome. Finally, we consider 
the scientific utility of the pseudogene 
concept in the context of evolutionary 
biology and the dogma established through 
virtue of the term itself. We propose that 
the availability of new technologies and 
approaches to study gene and genome 
function, together with the recalibration 
of how pseudogenes are perceived, will 
invigorate study into the biology of these 
regions of the genome.

Identifying pseudogenes in Eukarya
During initial annotations of the genic 
content of the human genome by ab 
initio gene annotation software, many 
pseudogenes are erroneously annotated 
as protein coding, and their removal from 
gene annotations is considered a priority20,21. 

disabling mutations in the reference genome 
but are intact in some individuals5,6 (FIG. 1d). 
GENCODE (v31), a large-scale project 
that aims to annotate all gene features in 
the human genome with high accuracy, 
identifies 10,668 processed pseudogenes in 
the human genome accounting for 72% of 
all human pseudogenes5. However, exact 
numbers differ, with frequencies ranging 
from ∼8000 (REF.7) to ~13,000 (REFS8,9) 
depending on the annotation methodology. 
As a critical mechanism underpinning 
biological evolution10,11, processed 
pseudogene formation is ongoing in human 
evolution with at least 48 retrotransposed 
gene copies (retrocopies) that are 
polymorphic in the human population12–15.

Annotations of metazoan genomes 
typically describe between 10,000 and 
20,000 regions as pseudogenic16. The 
binary distinction between genes and 
pseudogenes forms a central theme in 
genome annotation and, ultimately, informs 
the reference list of genes of an organism. 
Consequently, the annotation of genomic 
regions as pseudogenes constitutes an 
etymological signifier that an element 
has no function and is not a gene. As a 

Overcoming challenges and dogmas 
to understand the functions of 
pseudogenes
Seth W. Cheetham  , Geoffrey J. Faulkner   and Marcel E. Dinger  

Abstract | Pseudogenes are defined as regions of the genome that contain 
defective copies of genes. They exist across almost all forms of life, and in 
mammalian genomes are annotated in similar numbers to recognized 
protein-coding genes. Although often presumed to lack function, growing 
numbers of pseudogenes are being found to play important biological roles.  
In consideration of their evolutionary origins and inherent limitations in genome 
annotation practices, we posit that pseudogenes have been classified on a 
scientifically unsubstantiated basis. We reflect that a broad misunderstanding of 
pseudogenes, perpetuated in part by the pejorative inference of the ‘pseudogene’ 
label, has led to their frequent dismissal from functional assessment and exclusion 
from genomic analyses. With the advent of technologies that simplify the study of 
pseudogenes, we propose that an objective reassessment of these genomic 
elements will reveal valuable insights into genome function and evolution.
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modulates the level of NOTCH activity in 
the cortex. Similarly, a truncated protein 
encoded by a human pseudogene of 
SRGAP2 can inhibit its parental gene39,40. 
Thus, many pseudogenes may function as 
protein-coding genes despite truncation 
relative to their parent gene (FIG. 2b).

Many pseudogenes contain a frequency 
of mutations that render them unlikely 
to be (or incapable of being) translated 
into proteins. However, such mutations 
do not necessarily preclude pseudogenes 
from performing a biological function. 
The first such function identified was 
for a pseudogene of neural nitric oxide 
synthase (NOS) in the snail Lymnaea 
stagnalis41. This pseudogene is transcribed 
antisense with respect to the parent gene 
and can form a stable RNA duplex in vivo, 
inhibiting translation of the parent NOS 
mRNA (FIG. 2c). Subsequently, a myriad of 
RNA-based regulatory mechanisms have 
been described for pseudogenes, including 
processing into small interfering RNAs 
(siRNAs)42,43 (FIG. 2c) that may regulate 
their parent genes, acting as a decoy for 
transcription factors44 (FIG. 2d) and, most 
prominently, as molecular sponges for 
microRNAs45,46. The expression of the 
pseudogenes PTENP1, KRASP1 and 
BRAFP1 was hypothesized to increase the 
levels of their parent genes by sequestering 

microRNAs via shared binding sites.  
This hypothesis was generalized as a 
theory (‘ceRNA hypothesis’) of competitive 
endogenous RNA (ceRNA) networks, 
wherein changes in the levels of an 
RNA influences the levels of RNAs that 
share microRNA target sites47. However, 
recent evidence has concluded that 
such competitive effects would require 
unphysiological levels of competing 
transcripts48,49. One interpretation of 
generally low pseudogene transcription 
is that these pseudogenes would make 
particularly unsuitable candidates to exert 
strong regulatory effects by microRNA 
competition49.

Another mechanism through which 
pseudogenes can function is by influencing 
chromatin or genomic architecture 
(FIG. 2e). HBBP1, a pseudogene residing 
within the haemoglobin locus, enables the 
dynamic chromatin changes that regulate 
expression of fetal and adult globin genes 
during development50. Notably, although 
inhibiting HBBP1 transcription has no 
effect, deletion of the genomic locus 
reactivates fetal globin expression. HBBP1 
DNA contacts, but not transcription, are 
required for suppressing the expression of 
fetal globin genes in adult erythroid cells50. 
Another example in which pseudogenes may 
function intrinsically as DNA elements is by 

influencing chromosome stability. A study 
of the genomic architecture of the 22q11.2 
locus, which is associated with DiGeorge/
velocardiofacial syndrome, proposed 
that deletions of a pseudogene within the 
low-copy repeat region could increase 
non-allelic homologous recombination, 
which in turn results in deletions that 
underlie the disease51. Pseudogenes can 
also produce pseudogene–gene fusion 
transcripts. In prostate cancer, exons of  
the pseudogene KLKP1 are spliced into the 
adjacent KLK4 gene, creating a novel  
fusion protein52,53. Polymorphic retrocopies 
can also form fusion transcripts if they  
are located in the intron of a gene.  
For example, a polymorphic retrocopy  
of CBX3 located in an intron of CCDC32 
results in a chimeric transcript of 
unknown function in some individuals15. 
Pseudogenes can also transfer deleterious 
alleles to their parental genes by non-allelic 
recombination (gene conversion)54 (FIG. 2f). 
Pseudogene-mediated gene conversion 
underlies cases of hereditary pancreatitis55, 
adrenal hyperplasia56, polycystic kidney 
disease57, cataracts58 and a multitude of  
other diseases54.

Copy number variations in 
pseudogenes can also contribute to 
human disease. Increased copy number 
in the NOTCH2NL region is associated 
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Fig. 2 | Examples of pseudogene functions. a | Untruncated pseudogenes 
can encode full-length proteins with high similarity to their parent genes.  
b | Truncated proteins encoded by pseudogenes can function through intact 
domains. c | Pseudogenes transcribed in antisense relative to their parent 
genes can form hybrids with parental mRNAs, inhibiting translation. 
Pseudogene–mRNA hybrids can be processed into small interfering RNAs 

(siRNAs), inhibiting parental gene expression. d | Pseudogenes can encode 
long non-coding RNAs (lncRNAs) that function through RNA–protein inter-
actions. e | Pseudogenes can function in an RNA-independent manner  
by facilitating 3D chromatin interactions. f | Pseudogenes can transfer dele-
terious alleles to their parental genes by non-allelic recombination  
(gene conversion).
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Identification of an infectious progenitor
for the multiple-copy HERV-K human
endogenous retroelements
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Human Endogenous Retroviruses are expected to be the remnants of ancestral infections of primates by active
retroviruses that have thereafter been transmitted in a Mendelian fashion. Here, we derived in silico the sequence of
the putative ancestral “progenitor” element of one of the most recently amplified family—the HERV-K family—and
constructed it. This element, Phoenix, produces viral particles that disclose all of the structural and functional
properties of a bona-fide retrovirus, can infect mammalian, including human, cells, and integrate with the exact
signature of the presently found endogenous HERV-K progeny. We also show that this element amplifies via an
extracellular pathway involving reinfection, at variance with the non-LTR-retrotransposons (LINEs, SINEs) or
LTR-retrotransposons, thus recapitulating ex vivo the molecular events responsible for its dissemination in the host
genomes. We also show that in vitro recombinations among present-day human HERV-K (also known as ERVK) loci
can similarly generate functional HERV-K elements, indicating that human cells still have the potential to produce
infectious retroviruses.

[Supplemental material is available online at www.genome.org.]

Nearly 8% of the human genome is composed of sequences of
retroviral origin. Most of them are degenerate, either due to re-
combination between the two provirus LTRs or to mutations in-
terrupting the retroviral ORFs. The env gene seems to be best
conserved, with 18 intact genes retaining a full coding capacity
in the human genome (Benit et al. 2001; de Parseval et al. 2003;
Villesen et al. 2004), possibly because of its potential role in hu-
man physiology. The HERV-K(HML2) family of endogenous ret-
roviruses is an exception to this general rule, since some copies
still contain complete ORFs for the other retroviral genes (Löwer
et al. 1996; for review, see Bannert and Kurth 2004). This family
includes the most recently amplified endogenous retroviruses,
most of which have integrated into the genome <5 million years
ago, with a few insertions showing polymorphism within the
human population (Steinhuber et al. 1995; Medstrand and Mager
1998; Barbulescu et al. 1999; Turner et al. 2001; Hughes and
Coffin 2004; Belshaw et al. 2005). Some of these recently inte-
grated proviruses are responsible for the synthesis of retroviral
particles that can be observed in teratocarcinoma and mela-
noma-derived cell lines (Boller et al. 1993; Löwer et al. 1993;
Bieda et al. 2001; Muster et al. 2003; Buscher et al. 2005), and
possibly in human placenta (Kalter et al. 1973; Dirksen and Levy
1977; Wilkinson et al. 1994). Because of this “activity,” the
HERV-K(HML2) family has been the subject of numerous studies
in the past years, with the description of alleles with nearly intact

proviruses and complete coding capacity (Mayer et al. 1999; Reus
et al. 2001; Turner et al. 2001). Despite these efforts, no func-
tional provirus able to produce infectious particles has yet been
described. Even if several loci containing complete ORFs have
been identified, and in spite of the availability of the complete
sequence of the human genome, the search for a functional pro-
virus is hampered by the significant polymorphism that can be
detected at each HERV-K(HML2) locus within the human popu-
lation. To overcome this limitation, we used a reverse strategy
and generated a consensus HERV-K(HML2) provirus, thus “resus-
citating” Phoenix, the likely progenitor of the last, human-
specific HERV-K(HML2) amplification burst. This allowed a defi-
nite characterization of the structure and life cycle of an “ances-
tral” retroviral element and recapitulation of the molecular
events responsible for its amplification.

Results

Phoenix, the ancestral HERV-K(HML2) retrovirus

To construct a consensus HERV-K(HML2) provirus, we assembled
all of the complete copies of the 9.4-kb proviruses that are human
specific (excluding those with the 292-nt deletion at the begin-
ning of the env gene) and aligned their nucleotide sequence to
generate the consensus in silico, taking for each position the
most frequent nucleotide. The resulting provirus sequence con-
tains, as expected, ORFs for all of the HERV-K(HML2)-encoded
proteins (Gag, Pro, Pol, Env, and the accessory Rec protein), with
gag, pro, and pol separated by !1 frameshifts. Noteworthily, this
consensus provirus is distinct from each of the sequences used to
generate it, with at least 20 amino acid changes on the overall
sequences (Fig. 1).

Based on this in silico reconstruction, we then generated a
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molecular clone corresponding to the consensus DNA proviral
sequence that we named Phoenix, using the related K108 and
K109 proviruses (which we had previously cloned from a com-
mercial human BAC library) as a backbone, and a commercial kit
to introduce single nucleotide mutations at each position re-
quired to match the consensus. As the HERV-K(HML2) LTRs are
not functional in every cell line (Ruda et al. 2004; Lavie et al.
2005), we also replaced the U3 part of the 5! LTR by the CMV

promoter, with its start site positioned
so as to conserve the expected nucleo-
tide sequence of the native retroviral
transcript. We also introduced a cloning
site downstream of the env gene into the
noncoding U3 region of the 3! LTR to
possibly tag (with the neo gene) the ret-
roviral transcript without altering its
coding capacity.

Phoenix codes for bona-fide
retroviral particles

In a first assay, we introduced the Phoe-
nix expression vector into human 293T
cells, and looked for retroviral particles
by transmission electron microscopy. As
illustrated in Figure 2, A and B, this re-
sulted in the synthesis of particles bud-
ding from the plasma membrane (not
observed with a control vector), as clas-
sically observed with !- (type-C) or "-
(HTLV) retroviruses, or even lentiviruses
(HIV). No preassembled particles were
detected within the cytoplasm, although
HERV-K(HML2) elements are more
closely related to #- (type-B/D) retrovi-
ruses based on their pol gene (but this is
consistent with viral particle morphol-
ogy and site of assembly being essen-
tially dependent on the gag rather than
the pol gene). In the extracellular space,
two classes of particles could be ob-
served, either with a hollow interior sur-
rounded by a dense ring of stain corre-
sponding to immature particles or with a
condensed hexagonal core correspond-
ing most probably to the mature form of
the virus (Fig. 2C), in which the polypro-
teins are cleaved into the final products.
Consistently, a provirus with a mutation
introduced into the active site of the
protease (Pro) also produces particles,
but all of them disclose the immature
morphology (Fig. 2F). The particles are
surrounded by prominent spikes (Fig.
2D) that can be marked in immuno-
electron microscopy experiments with
an antibody directed against the SU sub-
unit of the HERV-K(HML2) envelope
protein (Fig. 2E). As expected, these
spikes are absent when the provirus con-
tains a premature Stop codon in the env
gene (Fig. 2G). Altogether, these features

suggest that Phoenix can direct the synthesis of complete retro-
viral particles.

As a confirmation, we performed immunoblot analyses of
the 293T cells transfected with the proviral vector. As illustrated
in Figure 3A, Phoenix, as well as its pro mutant, promotes the
synthesis of a Gag precursor of ∼80 kDa in cell lysates, as well as
some cleaved products (not observed with the pro mutant).
Cleavage products could also be observed in the supernatant of

Figure 1. HERV-K(HML2) “endogenization” and present-day human proviruses. (A) Evolutionary
scheme for HERV-K(HML2) entry into and invasion of the genome of primates. (B) Map of the full-
length 9.4-kb long human-specific HERV-K(HML2) proviruses and comparison with the in silico-
engineered consensus sequence. Each provirus is represented by a solid dark line, with the amino acid
substitutions in Gag, Pro, Pol, and Env as compared with the consensus element indicated below the
line, and the insertions/deletions (ins/$) and premature Stop codons (red stars) indicated above the
line. The ORF map of the consensus provirus is shown, with gag in green, pro in pink, pol in blue, env
in orange and yellow, the bipartite rec in orange, and the two LTRs as gray boxes. (Note that the first
coding exon of rec belongs to the env ORF). The transcripts responsible for the expression of the viral
proteins, with the corresponding spliced out domains (dotted lines), are schematized below the ORF map.

A functional HERV-K human endogenous retrovirus

Genome Research 1549
www.genome.org

 Cold Spring Harbor Laboratory Press on September 30, 2023 - Published by genome.cshlp.orgDownloaded from 

the transfected cells, except for the pro mutant that only ex-
presses the Gag precursor. Similarly, using an antibody directed
against the SU component of the HERV-K(HML2) envelope pro-
tein, we detected, in the supernatants, a protein of a size (55 kDa)
consistent with that of the processed SU subunit, but we were
unable to detect the Env protein in cell lysates, most probably
because of a too-low expression level. Notwithstanding, expres-
sion of the envelope protein could be observed by immunofluo-
rescence analysis using HeLa and 293T cells transiently trans-
fected with Phoenix (Fig. 3B). In these cells, it can further be
observed that Gag and Env colocalize to some common subcel-
lular domains including, as expected, the plasma membrane.

Phoenix is an infectious retrovirus

To get insight into the functionality of this ancestral virus, we
then looked for a reverse-transcriptase activity in the supernatant
of the transfected cells. Using the previously described sensitive
product-enhanced reverse transcriptase (PERT) assay (Pyra et al.
1994; see Methods), an RT activity could indeed be detected in
the supernatant of cells transfected with Phoenix, not observed
with a provirus in which we had introduced a mutation within
the catalytic site of the RT domain (Fig. 3C). To further study the
infectivity potential of Phoenix-derived particles, we then in-
fected a panel of mammalian cell lines with the supernatant of
293T cells transfected with a neo-marked Phoenix provirus, and
subjected them to G418 selection. G418R clones were obtained
for several target cells including hamster BHK21 cells, feline
G355.5 cells, and, noteworthily, the human SH-SY5Y and 293
cells, indicating that Phoenix is fully functional and infectious
(Fig. 4A). In the same assay, the human HeLa cells and the mu-
rine WOP cells seemed to be resistant to infection, most probably
due to the absence of the appropriate receptor for the Env protein
at the cell surface. We then ensured that the G418R clones that
were obtained are the result of bona-fide infection. Their occur-

rence actually depends on the presence of intact gag, pro, pol, and
env genes, since the inactivation of any of the encoded proteins
renders Phoenix noninfectious without decreasing the amount of
viral particles produced, except for the gag mutant, as assessed by
Western Blot (Fig. 4A; data not shown). In these experiments, the
apparent titer of Phoenix is quite low even for the cell lines per-
missive for infection. A quantitative assay by real-time PCR on
the genomic DNA from BHK21 cells infected with particles gen-
erated by Phoenix, marked, or not, by the neo gene (see Methods),
indicated that the presence of neo within the provirus contributes
only to a limited extent to this low titer. A possible explanation
is that infection with Phoenix occurs more efficiently via cell–cell
interaction, as observed for HTLV and in some cases HIV (see
Discussion), consistent with some images obtained by electron
microscopy where budding particles appear to be directly cap-
tured by a recipient cell (Fig. 4B).

Next, we characterized further the G418R clones that we
isolated and determined the provirus insertion sites using an in-
verse PCR strategy. Identification of the target loci of these new
insertions was further asserted by direct PCR reactions between
the identified flanking sequences and the neo gene of the marked
proviruses (see Methods). In all cases, we found complete LTRs
with short target-site duplications (TSDs) bordering the newly
inserted proviruses (Fig. 5), thus confirming that the infection
process is canonical. Rather surprisingly, the TSDs were of a vari-
able length (one of 5 bp and two of 6 bp), which was unexpected
since well-characterized retroviral integrases yield TSDs of a fixed
length (for review, see Brown 1997). However, our data are con-
sistent with the structures observed for the HERV-K(HML2) en-
dogenous copies of the human genome, since, even if the most
common length of the endogenous HERV-K proviruses TSD is 6
bp, we could identify, both in the literature (Barbulescu et al.
1999; Turner et al. 2001) and databases (our unpublished obser-
vation), a few elements (three of 15 full-length proviruses) bor-
dered by perfect TSD of only 5 bp (see the endogenous K115

Figure 2. Electron microscopy of the viral-like particles generated by the Phoenix provirus. Human 293T cells were transfected with an expression
vector for Phoenix (A–E), or mutants (F,G), and observed 48 h post-transfection. (A) Low magnification of particles assembled at the cell membrane. (B)
Representative image of particles budding from the plasma membrane. (C) High magnification of two particles, one of which (bottom) discloses a mature
(M) morphology with a condensed core, while the other appears to be still immature (IM) with two dark peripheral rings surrounding an electron-lucent
core. (D) High magnification of a particle with prominent spikes, corresponding to the Env protein. (E) Image of a particle after labeling with an antibody
specific for the HERV-K envelope protein and a secondary antibody linked to gold beads, obtained by immuno-electron microscopy. Quantification of
the labeling on 11 independent fields demonstrates association of the gold beads with the viral particles: 307 ! 121 gold beads/µm2 for the viral
particles, versus 4.9 ! 3.2 and 1.1 ! 1.5 gold beads/µm2 for the cytoplasm and particle-free extracellular space, respectively (P < 0.001 between viral
particles and any of the two other compartments, Student’s t-test). (F) Image of representative particles obtained after transfection with an expression
vector for the Phoenix pro mutant. All of them disclosed an immature morphology (41 of 41 identified “free” particles, i.e., no more in the budding
process, for the pro mutant, vs. 15 of 37 for Phoenix WT). (G) High magnification of a particle obtained after transfection with an expression vector for
the Phoenix env mutant. The membrane surrounding the particle is clearly detectable, without any spike. Scale bars: (A): 200 nm, (B–G):100 nm.
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